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AXIOM board

SYSFS — Pseudo File System provided by
the Linux Kernel

SYSMON — System Monitor

TCP — Transmission Control Protocol

TX — Transmitter Subsystem

UART - Universal Asynchronous Re-
ceiver/Transmitter

UDP — User Datagram Protocol

USB — Universal Serial Bus

XCVRS — Transceivers

XDMA - AXIOM FPGA Direct Memory
Access kernel module

XSMLL - eXtreme Shared Memory Low
Level thread support

XTAL — Cristal Oscillator Frequency
XTQ — X Thread Queue

YUYV - Color Space
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Executive summary
The main goals of the AXIOM-WP7 are:

. Definition of the AXIOM evaluation platform (AEP) appropriate for Cyber-Physical Systems

. Definition and development of appropriate Design Space Exploration (DSE) tools and method-
ologies

. Integrate in the evaluation platform the main results from all the all work packages

During the third year of the AXIOM project, we further extended the AEP and the DSE tools, while
enabling all the Partners to perform their experiments in a scientifically rigorous and repeatable way by
using those common tools. The availability of our own manufactured AXIOM-board permitted the mi-
gration of our simulation designs into the actual hardware and the porting of runtime tools and device
drivers to the actual platform.

More extensive power and performance measurements have been carried out at any level. In the final
months more optimizations and enhancements were possible. In particular the AXIOM-link speeds
reached 18 Gbps in full-duplex and by using just one simple USB-C cable between two boards, this
exceeding by 3 times our initial link speed target of 6Gbps on standard SATA cables.

The final key applications SHL and SVS were also extensively tested and we performed power and
performance measurements through on-board facilities and also with external instruments. The different
methodologies allowed also a cross-validation of our measurements.

Further improvements are possible, but we believe that we have met or exceeded all project objectives.
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1 Introduction

The main goal of the AXIOM project is to build a reference board for Smart Cyber-Physical Systems.
To that end, in this Workpackage we intended to select and use the best suitable methodology and tools
in order to assess the performance and to steer the design by exploring the most promising options
(Design Space Exploration or DSE).

In the previous reporting period we illustrated the AXIOM Evaluation Platform and in particular the
tools: COTSon (simulator), MYINSTALL (one installation requires 10 to 15 minutes due to the com-
plexity of the framework), MYDSE (to cover the interesting design point and manage several days of
simulations), GTCOLLECT (to re-unite and take appropriate average across several repeated experi-
ments), GTGRAPH (to immediately visualize the results of the experiments), GENIMAGE (to generate
guest “SD-images” for the simulator — this takes hours and GB of data). In other words, the tools are
the only way to make the design of a complex system feasible. In parallel, we developed the driving
examples and analyzed the full-system behavior together with the Operating System activity.

In this reporting period, we further improved the DSE tools for the upcoming needs so that we could
finalize the models (functional and timing) of our hardware/software components. The tools permitted
us to better define the needed architectures in hardware and in software, with particular reference to the
device-drivers, register maps and interfaces between hardware and software, soft-IPs like the advanced
DF-Thread/XSMLL thread management system at low level and its API. Comparisons between the
simulator estimation and actual AXIOM-board confirmed our initial performance predictions.

Moreover, the Partners were able to perform the last task of final verifications and validation of the two
key applications for Smart Home/Living (SHL) and Smart Video Surveillance (SVS) and performed
more accurate measures of performance and power on the actual AXIOM-board. This was also possible
due to the availability of the on-board facility for direct power-measurements but also thanks to the on-
board trace-port that permitted the synchronization of the execution with the external measurements
tools.

In addition to the basic functionalities foreseen for our system, we were able to optimize the AXIOM-
link speeds to achieve a transfer rate on a single USB-C cable of about 18Gbps which is triple the initial
target of about 6 Gbps (maximum transfer rate of SATA cables). We were able to manage the design at
any level (from the platform to the applications and tools) of 64 bit instead of the initial target of this
project of 32-bit. The XSMLL/DF-threads execution model seems also very promising to further accel-
erate the execution of applications by about one order of magnitude compared to what can be achieved
by other programming models such as OpenMPI, Cilk, and Scope-Consistency DSM (JUMP).
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1.1 Document structure

This document is organized as follows:

e In Section 2, we illustrate the completed design of tools, driver, runtime, benchmarks and the
migration of models from the simulator to the RTL design tools;

e In Section 3, we illustrate the performance enhancements of the AXIOM-link and its impact in
the project;

e In Section 4, we illustrate the integration efforts of the several soft-IPs and software compo-
nents in order to obtain the “SD-image” the drives the AXIOM-board;
e In Section 5, we illustrate the tools for on board power measurement;

e In Section 6, we illustrate the power measurements on the actual board related to our driving
benchmarks.

e In Section 7 and Section 8, we illustrate power and performance measurements on the final key
applications SHL and SVS.

e Finally, we draw the conclusions.

1.2 Relation to other deliverables

Deliverables D3.3 refers to the evaluation of the user experience: cooperation between WP3 and WP7
was planned in order to make sure that we could use the same final applications and inputs.

Deliverables D4.3 refers to the fine tuning of reference kernels such as the Matrix Multiplication which
is continuously driving the development of features and the performance and power evaluations.

Deliverables D5.1, D5.4 refer to the support for the OS, the runtime, the driver, the boot information,
the bitstream flashing and a set of testing utilities needed to verify the basic functionalities of the system.

Deliverable D6.5 describes the system interconnect features released at the end of Jul 2017; more ad-
vanced features had been developed subsequently to better support higher performance of the system
and are documented in this deliverable.

1.3 Tasks involved in this deliverable

This deliverable is the result of the work developed in tasks:
e Task T7.2 (month 4 - 30): Continuous development of performance evaluation tools and DSE
(Partners: UNISI, BSC, EVI, FORTH, SECO).
e Task T7.3 (month 4 - 30): Evaluation from kernels to benchmarks and final application code.
o Task T7.4 (month 31-36): Final Verification and validation with the two key applications.

There is also a close collaboration with the following task (only reported here for reference):

Task T3.3 (month 31-36): Testing for User Experience.

Task T4.5 (month 25-36): Evaluation and tuning of the code generation.
Task T5.1 (month 1-33 (extended)): Operating System.

Task T6.5 (month 7-30): System Interconnect
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2 A novel execution model leveraging the AXIOM board

In the first year of the AXIOM project, the functional model for execution Dataflow threads [31] has
been used as a driving example together with basic Fibonacci and Matrix Multiplication kernels to
develop the Design Space Exploration (DSE) Tools and the simulation platform (AXIOM Evaluation
Platform or AEP) before the real system (the AXIOM-board) becomes available (see D7.1). During the
second year we further generalize this platform in order to keep it updated with different OS distribution
(and in order to evaluate the effects of the OS on the total execution of the applications) and also to
provide the flexibility to adapt to software package updates. This effort provided us with a basic set of
tools to achieve our development goals (MYDSE, GTCOLLECT to collect the results, GTGRAPH to
visualize the results, GENIMAGE to provide a new SD-IMAGE, INST-IMGPKG to provide multiple
OS-images and so on — see D7.2).

As a driving example, since the beginning we wanted to make sure to be able to have a fast way to move
the data needed by an application into other boards as depicted in Figure 1.

Nanos++ || o [l [

%‘!@W

Figure 1 — The DF-Threads distribution. Nanos++ generates coarser grained threads that could be further distrib-
uted as DF-Threads across several nodes. XSM=eXtended Shared Memory.

In the third year of the project, thanks to the previous efforts, we started to define the timing models of
the basic operation of the DF-Threads and translated those models in actual reconfigurable hardware
for the AXIOM-board. In the following we describe the methodology that we have used, the continuous
development of the software drivers and runtime hooks (thanks to the simulator) and some initial results.

2.1 Methodology of Design

The methodology we choose for developing the most advanced concepts of AXIOM related to the DA-
TAFLOW-THREAD EXECUTION consists in a close co-design in the COTSon framework [9], [10]
and the Xilinx Vivado HLS tools [69], [21], [23], [42], [42].

In the COTSon framework, we model and immediately test the functional behavior and the (approxi-
mate) timing behavior of the hardware/software components following the “functional-directed” ap-
proach [10], [29]. This approach is similar to what was developed in the TERAFLUX project [52], [15],
[16], [5], existing tools [48], [49], [50], [S1] and other related DSE methodology [6], [11], [12], [13],
[14], [38], [39], [40], [27], [28], [24], [44], [45], [46], [47] but here we have new models, several sim-
ulation enhancement and the Design Exploration tools (DSE tools) developed in the previous 2 years
of the project and described in D7.1 and D7.2.
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In Figure 2 we show a simplified design flow to illustrate how we can extend the AXIOM platform to
better fit the needs of a variety of real-world (Cyber-Physical) scenarios by using a more efficient exe-
cution model based on the DF-threads [31], [30], [7]. [8], [9], [15], [16], [32], [33], [34], [35], [36],
[371, [52], [53], [55], [56], [58], [59], [62], [70] on actual hardware.

SIMULATOR-BASED DESIGN FEEDBACK LOOP (RAPID PROTOTYPING)

XSCHEDULE
BEHAVIOUR

(C++)

\_/—

XSCHEDULE
TIMING

APPS +
INPUTS
+
COTSON
+

MYDSE

GTCOLLECT

MEASUREMENTS +
DB GTGRAPH

(©

S

ACTUAL HARDWARE/SOFTWARE PROTOTYPING

A

XSCHEDULE

TIMING
(C for HLS) \;(II\I/_IA'\I‘D):) XGENIMAGE SIHINEAETE
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DRIVERS DRIVERS
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PACKAGES PACKAGES

[ |reseARCH MODELS [ ReseARCH TooLs [l EXISTING TOOLS [ ~x1om BoARD

Figure 2 — An example of modeling of one of the key operation for the DF-thread execution model (XSCHEDULE).
MYDSE, GTCOLLECT, GTGRAPH, XGENIMAGE are research tools used for the Design Space Exploration and
testing of the outcomes. KPI=Key Performance Metrics (e.g., execution time).

In particular, we focus here, as an example, onto the XSCHEDULE operation (introduced in 2015, see
D7.1, D5.2, [7]): the XSCHEDULE behavior (first orange block in Figure 2) has been first modeled in
the COTSon simulator to verify the seamless execution together with the benchmarks and the operating
system. As a subsequent step the actual timing-model of the XSCHEDULE is defined (second orange
block in Figure 2) in order to specify the functionalities that may need to go in the hardware and “for
difference”, the functionalities that may be implemented in the runtime/libraries/drivers, i.e., in the soft-
ware stack (sw/hw partitioning). Once the timing has been tested, we move the XSCHEDULE design
into Xilinx VIVADO-HLS in order to produce the soft-IP that is used in the AXIOM-boards. This IP is
put besides other AXIOM related IPs such as the NI, the AVR, the OmpSs task accelerators.

In the rest of this document, we will continue to refer to XSCHEDULE as an example to show the
various implementation steps that we have accomplished. The other software components and tools
have been described in D4.3, D5.1, D5.4 and the other soft-IPs and hardware components in D6.4, D6.5,
D6.6 as well in other previous deliverables. Please note also that many deliverables consist in actual
hardware (e.g., the AXIOM board), soft IPs, and software that have been duly prepared, so the related
reports serve as a main access point of documentation.
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2.2 Completing the software components on the simulator

The COTSon framework has been used to develop a preliminary model of a device that could have been
visible from the application side. This device was initially modeled only for a direct usage of the simu-
lator. In the third year, thanks to the availability of the software utilities and runtime developed in the
second year (see D5.2, D5.3), we interfaced more properly such device as a PCI device (XNIC in Figure
3, where we see also the 256 internal configuration registers of the PCI device) for more general and

easy interfacing: in this way we were able to develop custom register set and interface as illustrated in
D5.4).
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Figure 3 — The 256 register PCI configuration space and the collocation of the XNIC peripheral representing the de-
vice we used to model both the NI and the DF-threads components in the COTSon simulator.

On the software side, we also used the simulator to run the developed corresponding device driver. This
has been successfully accomplished and we show that our device is correctly loaded among the periph-
erals of the simulator in Figure 4.

Figure 4 — The device driver is loaded in the Linux system.

Deliverable number: D7.3
Deliverable name: Performance and energy evaluation of AXIOM
File name: AXIOM_ D73-v9.docx Page 12 of 54



Project: AXIOM - Agile, eXtensible, fast I/O Module for the cyber-physical era
Grant Agreement Number: 645496
Call: ICT-01-2014: Smart Cyber-Physical Systems

The utilities (axiom-ping, axiom-netperf) developed by Partner EVI during the second year
(D5.2, D5.3) have been used to test (inside the simulator, as we can see from Figure 5) the functionality
of the nodes and the interfacing with the runtime (ax i om-run) and other utilities for network topology
discovery and routing table check (Figure 5). In Figure 6, we can see also the axiom-netperf utility
to verify the functionality of our modeled AXIOM-link interconnection.
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Figure S — The utilities “axiom-ping” on the right and “axiom-whomai” on the left. In the background we can see the
backlog of operation that are running on the host machine (where the simulator is running).
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Figure 6 — The “axiom-netperf” utility showing the throughput between two simulated nodes, while transferring AX-
IOM-long packets (defined by Partner FORTH).

At this point, we have added also the OmpSs [2], [3], [4], [8], [26] (and GASNET [1]) related packages
and tested also the feasibility of running code (again our pipe-cleaner matrix-multiplication benchmark)
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and, in Figure 7, we can see that correct execution (producing correct result) of a simple run (please
note that in such test the timing is not yet actual, but only refers to a particular test model) inside the
COTSon simulator.
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Figure 7 — The OmpSs Matrix-Multiplication benchmark running in the COTSon simulator and using two nodes
connected by the modeled AXIOM-link and network protocol. OmpSs is relying on GASNET and in turn relying on
the AXIOM-link.

In summary, the implemented models where completed in tasks T7.2 and T7.3 allowing a smoother
migration of the related codes into the AXIOM-board, by following our methodology. The related soft-
ware is at the following links (clonable git repositories):

e XNIC/XSMLL device (Figure 3):
https://git-nda.axiom-project.eu/xnic-simnow-device
(The above link is not public as it is using an SDK under NDA agreement with AMD).
o Testing scripts for the drivers (Figure 4, Figure 5, Figure 6):
https://qit-private.axiom-project.eu/xnic-utils/

e Device drivers (Figure 4):
https://qgit-private.axiom-project.eu/axiom-xnic-pci-drv/

Also, here are other components visualizable via a web interface (browser):

e OmpSs program for matrix-multiplication (Figure 7):
https://git.axiom-project.eu/axiom-evi/blob/master/tests/ompss/src/lompss_evimm.c

e Three-levels memory allocator (see also D5.2):
https://git.axiom-project.eu/axiom-evi-nic/axiom-x86-pci-ettore/
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2.3 Porting from the simulator to the AXIOM-board

Once the features have been tested on the simulator, we obtained the double advantage of a preliminary
prove of functionality (the efforts were started before the availability of the AXIOM-board), and also
more flexibility of running the software not only on ARM-based systems but also on X86 64 based
systems. For example, in Figure 8, we show the driver for XSMLL has been ported from the simulator
to the AXIOM-board and it is loading successfully on our board. Please note that in the simulator, for
convenience, we had a single driver for the network interface and for the XSMLL, while on the AX-
IOM-board it was more efficient to separate the two drivers.

=t MTTLs - DEBUG

[364]: xsmll_init_chrdev() - DEBUG

Li_driver_module.c[437]): xsmll_init() - DEBUG

Figure 8 — Loading the driver for XSMLL on the AXIOM-board.

The corresponding software components are available here:

e XSMLL driver for AARCH64 (Figure 8) — clonable git repository:
https://git-private.axiom-project.eu/XDRIVER/

e Porting of XSMLL runtime on AARCH64 (web link):
https://qgit-private.axiom-project.eu/XSMLL/arm64/

2.4 From the functional model to the timing model

The timing models in the simulator have been constantly refined and rapidly checked in parallel to the
activity of porting the corresponding architectures into the RTL designs through the Xilinx Vivado [69].
In Figure 9, we continue to show, as an example, how the top-level view of the XSCHEDULE command
as it is defined in the Xilinx Vivado tools.

XSMLL XMDM

S_AXIS_S2MM
OpcodeReg_XSMLL AXI14 Stream FIFO Data Mover

S_AXIS_S2MM_CMD(111..0)

Finite State
Machine M_AXIS_S2MM_STS(7..0) M_AXI_S2MM [le————{] S_AXI_HPCO_FPD

Arg2Reg_XSMLL MPSoC (PS)

ArglReg_XSMLL

Programmable Logic (PL)

Figure 9 — Schematic of the timing model as ported in the Xilinx Vivado tools (top-level view). The picture refers the
XSCHEDULE command, following the same initial example.

As a further step the internal structure of the modules of the XSCHEDULE operation (and similarly for
the other XSMLL commands) have been detailed (Figure 10) by following the previously defined tim-
ing model that was tested in the simulator.
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Figure 10 — More detailed view of the XSCHEDULE implementation in the FPGA.

For example, the finite state machine “XSMLL FSM” of Figure 10 is implemented as shown in Figure

11.
|f0pcodeReg_x5ML€ CHECK_OP

_CODE

If OpcydeReg_XSMLL = Xschedule and
Argliments are read from registers.

If all meta data/contents is
written into
the Global Mémory

SEND_
PAYLOAD_
DATA_MOVER

If data ver command is issued

If writing all meta data
is not comptéted.

Figure 11 — The finite state machine (FSM) that checks the opcode of the XSCHEDULE command.

The module for XSMLL is then integrated in the rest of the hardware design still using the Vivado
graphical interface as shown in Figure 12
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Hardware included to perform Xschedule:
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Figure 12 — The XSMLL soft-IP as it appears in the schematic entry tool of Xilinx Vivado.

The results of the synthesis are shown in Figure 13, as we can see the occupation of the FPGA resources
for the XSCHEDULE operation is very reasonable since it is about 4000 LUTS, 2 BRAM blocks and
about 2400 Flip-Flops.

HLS Implemented resource utilization for Xschedule

perfarmance Vivado project post-implementation resource utilization

Name | BRAM_ DSP4SE | FF LT
18K Name |LUT LT |FF BRAM w
= 0 118 -

Expression = AN
FIFO . : 3 . ol 9s0 8 1

Avarlabie 474080 144000 548160 912 204 404

Instance 0 - 1704 3064
Utilizatlon 2,31 0,40 1322 1.04 3.92 0.25
Memary 2 . o] ] (3%)
Multiplexer - - - B25
Reglsrer - - 730

Available 1824 2520 548160 274080

Utllization ~0 ] ~0 )
(%0}

Figure 13 — Results of the synthesis of the XSMLL module when including the XSCHEDULE command.

Once the architecture had been implemented and synthesized, we tested it in combination with the
hardware components. For example, after some analysis about the possible method to allocate fixed
chunks of memory (frames), within the XSCHEDULE operation, we preferred to migrate the function-
ality to software instead of having it in hardware.
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Figure 14 — Testing at the application level of the XSCHEDULE operation as implemented in the FPGA.

2.5 Performance evaluation of the XSMLL

We used the following algorithm (Matrix-Multiplication with block size multiplication of N/B stripes
where N is the size of the matrix and B is the block size). In our tests, we used the size of 8 elements as
we did not notice major difference when using sizes of 4, 16, 32 elements for the block.

In Figure 15, we reported a C-like pseudo-code of the multiplication algorithm that we have used, where
we show also the point of measurement “start roi()” and “end roi ()” so that the measurements
precisely relate to the Region of Interest (ROI) and exclude initial preparation and reporting phases (as
normally done in performance evaluation methodologies).

Figure 15 — C-like pseudo-code of the multiplication algorithm that we have used.

By using the simulator, we have obtained the following result of the evaluation, regarding the execution
times, percentage of kernel time over total time, L2- and L3-miss rate (Figure 16).
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Figure 16 — Execution times, percentage of kernel time over total time, L2- and L3-miss rate of XSMLL/DF-Threads.
The benchmark is Matrix-Multiplication. The input size labels represent <matrix_size>+<block_size>+<data_type>,
e.g., 216x216 for the matrix size, 8 for the block size, “I” for integer on 64 bits.

These results had been compared with the OpenMPI [64], Cilk, and JUMP (DSM) [41], [63]. We dis-
cuss here a comparison with OpenMPI (Figure 17).
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Figure 17 — Execution times, percentage of kernel time over total time, L2- and L3-miss rate of OpenMPI. The bench-
mark is Matrix-Multiplication. The input size labels represent <matrix_size>+<block size>+<data_type>, e.g.,
216x216 for the matrix size, 8 for the block size, “I” for integer on 64 bits.

In these experiments, we used the XSMLL/DF-Threads version 103 and the OpenMPI version 3.0. As
we can see from Figure 16 and Figure 17 the execution time achieved with XSMLL/DF-Threads are
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about 1 order of magnitude better than those achieved in OpenMPI. We still see a major opportunity of
improvement of XSMLL since the miss rate in L2 and L3 is — on the other side — about 1 order of
magnitude worse than in OpenMPI. In fact, other tests (not shown here) where we just increase the
cache size show that XSMLL further improves its performance while OpenMPI does not.

Another observation is related to the kernel activity, which is conditioning the performance of OpenMPI
for smaller input sizes (e.g., 216): in this case the kernel activity ranges from about 60 to 75% of the
time and this may represent some difficulty in the connection through the Ethernet and TCP/IP stack
when using the simulator. On the other side the results for larger sizes (e.g. 864) confirm quite well the
expected behavior.

In conclusion, these results confirm the capability of XSMLL/DF-Threads of performing much better
than standard programming models for distributed computing such as MPI, while maintaining the ca-
pability of providing a transparent solution to distribute the execution that can be interfaced to the ap-
plications. In our case, we showed in the previous reporting period (see D4.2) how XSMLL can be
interfaced directly and transparently to OmpSs.

2.6 Comparing the simulator and the AXIOM-board performance

As observed at the beginning of the project (see D7.1) “previous studies discovered that the performance
and power studies of ARM and x86 do not depend on the specific ISA that is used [17] but rather they
depend on the type and quantity of resources that are included in each platform (i.e., bus-widths, cache
size, cache organization, instruction window size and similar)”. In particular, other researchers in [17]:
“We find that ARM and x86 processors are simply engineering design points optimized for different
levels of performance, and there is nothing fundamentally more energy efficient in one ISA class or the
other. The ISA being RISC or CISC seems irrelevant”. While AMD is planning to extend their proces-
sors to ARM [18], [19], we present below some actual data coming from the AXIOM-board that is
confirming the x86 64 simulator and the ARM-board can be tuned to perform quite closely (Figure 18).

As we can see from Figure 18, despite some architectural differences, the results of the simulator match
quite closely the performance trends (and values), confirming our performance predictions.
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Figure 18 — Comparison of execution time (sequential execution) between the simulator (COTSon) and the actual
AXIOM-board (revision B). The benchmark is Matrix-Multiplication. The input size labels represent <ma-
trix_size>+<block_size>+<data_type>, e.g., 216x216 for the matrix size, 8 for the block size, “I” for integer on 64 bits.
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3 Optimizing the AXIOM Network Interface for higher per-
formance and flexibility

In D6.5, Partner FORTH completed the design of the basic functionalities of the AXIOM Network
Interface (also called AXIOM-link or simply NIC or NI); this was the priority to enable the other Part-
ners by month 30 of the project (July 2017) in order to make tests and evaluations. As a further step of
better integration, Partner FORTH greatly supported the other Partners in order to seamlessly integrate
their NIC design with the other soft-IP. Moreover, in conjunction with Partner UNISI, the design has
been integrated and tested together with the XSMLL soft IPs (Section 2) and the AVR soft-IP (see D5.1,
D6.4).

Even more, during FORTH has constantly monitored the performance capabilities of the NIC and in
the last months was able to improve NIC features towards enhancing network throughput and latency.

For convenience, Figure 19 provides the NIC implementation, including the local router. In short, a set
of memory-mapped FIFOs allow the local OS to post message descriptors for raw data / neighbor data
transfers, or RDMA / long data requests. The NI control and status registers allow the local OS to
configure the NI / check the interconnect status respectively, as described in D6.5.
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Figure 19 - NIC module implementation, including the local router.

The TxRawController and TxDMAController modules are responsible for parsing posted raw data and
RDMA descriptors. Raw data are packetized and directly forwarded to the router; RDMA write / long
data requests are parsed by the TxDMAController to configure the local Datamover for reading all
requested data from the local DDR4 memory. Data are packetized and transmitted to the local router.
RDMA reads generate the corresponding packet that will ask the destination node to send back all
requested data. Finally, the IRQ handler notifies the local OS when the FIFOs state changes, in order to
trigger the corresponding software routine for reading any pending descriptors.
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3.1 Summary of the most important improvements of the NIC

Below we provide the additional NIC features that were implemented towards enhancing network
throughput and latency:

e Bi-directional links

As stated in D6.5, we used the Aurora PHY IP [65] to connect the NIC logic with the FPGA hardware
high-speed serial transceivers. The first NIC version supported single-direction data transmission,
whereas Xon/Xoff-related buffer status was transmitted using the opposite link direction. In this ver-
sion, we used the Aurora sideband channels for transmitting Xon/Xoff-related buffer status, thus allow-
ing the implementation of bi-directional data links. Overall, the latest NIC version supports data trans-
mission over the main channel, and Xon/Xoff-related buffer status over the sideband channels. Further-
more, with bidirectional links, only one connector is needed to connect two nodes, allowing for more
complex topologies. It should be noted that this feature does not reduce throughput.

¢ Reversible USB type-C based connectors

High Speed Data Path (TX for USB 2.0 High Speed Data Path
USB, or for DP Alt Mode Interface (RX for USB, or TX for DP Alt Mode)
Al A2 A3 A4 A5 A6 A7 A8 A9 Al10 All A12

GND|| ™1+ | ™x1- [|veus  cc1 | b+ | D- | sBui | veus|| Rx2- | rx2+ || GND

GND| | RX1+ [ RX1- ||veus  sBU2 | D- | D+ | cc2 | veus|| - | 2+ || enp
B12 B11l B10 B9 B8 B7 B6 BS B4 B3 B2 Bl
Cable Cable Secondary Plug Configuration Detection
Ground Bus Power Bus * One becomes Vconn,
cable power

* CCis used for USB-PD
communication

Figure 20 - USB type-C pins layout.

The latest version of the NIC supports the full USB Type C connector functionality, including revers-
ibility, allowing the user to connect AXIOM boards easily. To implement reversibility, we use the
orientation pins from each interface (CC1 — A5 and CC2 — BS5, shown in Figure 20), and reconstruct
the packets depending on the way the lanes of the transmitter and receiver are connected.

Figure 21 shows two AXIOM boards interconnected over a single bi-directional link.
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Figure 21 - AXIOM boards interconnected with one bi-directional link.

e Minimal reconfigurable resource utilization

Table 1 - NIC resource utilization to an xczu9eg MPSoC.

Resource primitive | % utilization to xczu9eg MPSoC
LUTs 15.61
FFs 10.67
GTH transceivers 33.33
BRAMs 20

Table 1 provides the NIC resource utilization on the xczu9eg MPSoC, used in all AXIOM boards. As
observed, the NIC requires less than 16% of the available programmable resources. This allows system
developers to instantiate it even to low-range MPSoCs, facilitating the deployment of inexpensive
multi-CPS processing platforms.

e  64bit / 128bit interconnect links

As stated, each USB type-C cable includes two 10Gbps lanes. In the latest NIC version we used both
available 10Gbps lanes of the connector to establish a 20Gbps link between two AXIOM boards. Inter-
nally, the NIC uses 128bit AXI4 Stream signals to interface the Aurora PHY IP, hence effectively dou-
bling the throughput. To do that we pair both available GTH transceivers per USB Type C connector to
a single channel consisting of two lanes.
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Figure 22 - RDMA write / read throughput between two nodes for a single and 32 transfers.
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Figure 23 — Long data throughput between two nodes for a single and 32 transfers.

To isolate any OS-related overheads, all experiments were done using a bare-metal software configu-
ration that executed single and 32-asynchronous transfers. D6.5 has already provided experimental re-
sults when using a 64bit link. Now, Figure 22 and Figure 23 provide the measured throughput of RDMA
write/read and long data descriptors respectively when using a 128bit link. As observed, as the payload
size increases, the link pipeline utilization is also increased, leading to a throughput of up to 18Gbps.
In other words, the link effective utilization is close to 90%.

Our implementation is similar to the way the new USB 3.2 Type C specification. Unfortunately this
means that not all Type C SuperSpeed cables will work with the 128bit design. For this reason, AXIOM
boards will also support 64bit links with a maximum bandwidth of 10 Gbps, supporting though most
currently available USB type-C cables in the market.
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Finally, in Figure 24, we show a partial snapshot of the schematic of the NIC to five an idea of the

actual complexity of the design.
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Figure 24 — (Partial) snapshot of the schematic of the NIC inside the AXIOM project in the Xilinx Vivado tools.

3.2 Impact of the achievement on project/WP
Table 2 provides the impact of the NIC achievements on the project.

Table 2 - AXIOM NIC achievements.

Support of raw data

Facilitating RDMA
requests

Low resource utiliza-
tion

Bi-directional links

Reversible USB type-
C based connectors

64bit / 128bit inter-
connect links

Raw data allow AXIOM nodes to exchange low-latency short messages.

Facilitating RDMA requests at hardware level, boosts the performance of
applications that require large memory space (memory-bound applications),
distributed over different AXIOM nodes.

The AXIOM NIC can be implemented even to low-range MPSoCs with
constrained amount of programmable logic resources, allowing the deploy-
ment of cost-effective multi-CPS platforms.

Bi-directional links allow the deployment of efficient AXIOM networks
with irregular topologies.

Reversible connectors allow users to easily connect multiple AXIOM
nodes.

A 64bit NIC version allow users to cascade multiple AXIOM nodes with in-
expensive cables, whereas a 128bit version will support node-to-node band-
widths up to 20 Gbps, over SuperSpeed USB type-C 3.2 cables.
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4 FPGA Design integration

One important goal of this workpackage is to integrate the contribution of the Partners developing sep-
arately some of the soft-IPs (Figure 25). In particular, we arrived to the conclusion to use the git ver-
sioning system to keep track and easily integrate the contributions from the several Partners in a single
project. In Figure 26 and Figure 27, we show a snapshot of the schematic of the XSMLL (see Section
2) and the AVR (see D5.1 and D6.4 — AVR is the processor that supports the Arduino socket [22], [25],
[54], [61]) to give an idea of the soft-IP parts. The corresponding schematic for the NIC is in Figure 24.

Network Interface
Board to Board
! o

VvV \
. “FPGA Sandbox”

Figure 25 — Overall view of the AXIOM-board SoC (Zynq UltraScale+). AXIOM soft-IPs are highlighted in orange.
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Figure 26 — XSMLL related soft-IP. Figure 27 — AVR related soft IP.

Those soft-IPs have been made available to the Partners through the following git repository (this soft-
ware is only accessible internally to the AXIOM Consortium and EU Commission services):

WEB: https://qit3.axiom-project.eu/AXIOM_VIVADO/

GIT: git clone https://qgit3.axiom-project.eu/AXIOM_VIVADO/

In Figure 28, we show a partial snapshot of the overall integration of the several soft-IPs. In order to
make easier to the AXIOM Partners to integrate the IPs, we decided to have a single Vivado project
and rely on the excellent capabilities of the git versioning system.
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Figure 28 — (Partial) snapshot of the overall integration of the AXIOM soft-IPs.
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This choice has enabled a much better workflow between the contributing AXIOM Partners.

As a final conclusion, as outlined in Figure 2, through the XGENIMAGE tool developed in collabora-
tion between Partner SECO and UNISI (see D5.4) we generated automatically an “’SD-IMAGE”.
XGENIMAGE is an extension of the GENIMAGE tool, that was designed to provide and “SD-IMAGE”
for the COTSon full-system simulator. This enables the final integration of the software stack, the bit-
streams of the soft-IPs, the kernel, drivers and everything to immediately use the AXIOM-board. The
official AXIOM SD-image is publicly available here:

https://download.axiom-project.eu/IMAGES/XOS v0.8 20180112.tar.bz2

The instructions on how to run the system has been illustrated in D2.3 and made public here:

http://www.axiom-project.eu/get-started/

5 Enabling AXIOM board power-consumption measure-

ments

Partner SECO designed the AXIOM-board by following the request of the AXIOM Consortium to have
a reliable and accurate method for monitoring the power consumption of the system. This requirement
is crucial to enable optimizations towards a reduction of the power consumption. Therefore, we also

preferred to focus on measurements of power on the actual board instead of those on simulator [20].

More specifically, eight INA219 power monitor integrated circuits have been adopted as reported by

Table 3 to monitor power consumption on its most important power supply rails.

Those power monitoring ICs are connected with processing system within Zynq UltraScale+ MPSoC
on the AXIOM board using the 12C bus, for additional information on INA219 refer to [66]

AXIOM board’s Linux distribution allows power consumption monitoring using INA219s through
SYSFS and IOCTL interfaces. On top of that, monitoring AXIOM board’s power consumption, split
for each supply rail, is quite straightforward as shown by [67]. This approach allows live monitoring of

power consumption of the main system’s components while running applications.
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Table 3 - AXIOM board's power supply rail adopting dedicated power monitors

Power supply rail Label Nominal | System Description
Voltage [V]| ID'
0.85V_INTFP PM_VCC_INTFP 0.85 0 PS full-power domain supply volt-
age
0.85V_VCCINT PM _VCC INT 0.85 1 PL internal power supply
12V_ALW PM_VIN 12 2 VIN power supply
0.85V_INTFP_DDR| PM_INTFP_DDR 0.85 3 PS DDR controller and PHY supply
voltage
1V2 DDR PS |PM 1V2 DDR PS 1.2 4 PS DDR supply
1.2V_DDR PL |PM_1V2 DDR PL 1.2 5 PL DDR supply
MGTAVCC PM_MGTAVCC 0.9 6 Analog supply voltage for GTH
transceiver
1.2V_MGTAVTT MGTAVTT 1.2 7 Analog supply voltage for GTH

transmitter and receiver termination
circuits

To demonstrate power monitoring capabilities of the AXIOM board, this section describes measure-

ments that were performed while transmitting and receiving data through AXIOM NIC. For this purpose
two AXIOM boards were used, interconnecting them through USB type-C connectors as shown in Fig-

ure 29.

Figure 29 — Power measurement system configuration

! The System ID is a conventional zero-based number used to uniquely identify the chip. This number is used also
as suffix of the device file descriptor assigned at each driver instance.
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Power measurements has been performed while running netperf utility on AXIOM boards, configur-
ing it in server mode in one of the board and in client mode on the other one, as shown in Figure 30.

Figure 30 - Client settings (left) and Server settings (right).

The power-data acquiring tool is available on the Desktop of the AXIOM system to any user as part of
our distribution and it is named:

hwmon scan all.sh

This tool makes IOCTL calls to the INA219s’ driver that return the present value of current and power
absorbed to each monitored rail. These values are stored into a plane file, in tabular form and are sam-
pled with parameters reported in Table 4. So, each performed test has as output a couple of file (one for
client and one for server), through which the graphs shown below were created.

5.1 TESTS on the power consumption while sending packets
through the AXIOM-link

Three different tests were performed to understand the power consumption of NI:

e TEST1I: client netperf adopting LONG type, length 1000M, performing 10 cycles;
e TEST?2: client netperf adopting RAW type, length 1000M, performing 10 cycles;

e TESTS3: client netperf adopting RDMA type, length 1000M, performing 10 cycles.

Table 4 - Power measurement test setup

OS Image: X0S v0.3 20171113
SW test: hwmon_scan_all.sh (refer to [66])
Duration: 240s

Test t
est parameters Sample time: 02s

The following subsections provide power measurements on one of the most important power supply
rail: VCC_INT, related to the FPGA portion within Zynq UltraScale+ (also referred as PL) in Figure
31, Figure 32, Figure 33, Figure 34, Figure 35, Figure 36. Data from INA219 power monitors can be
used to derive useful information like the difference between minimum and maximum power con-
sumption during a specific operation (next figures).
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As reported by the pictures in the following subsections, the maximum and minimum power consump-
tion is almost not affected by the specific package type used in the test setup. The most noticeable
difference in power consumption (referred as 'delta power") is, as expected, related to the MultiGb trans-
ceivers dynamic power consumption (MGTAVTT, used to supply transceiver termination circuits).

e TEST1 power consumption (LONG type data packets)
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Figure 31 - Power Consumption for Client during TEST1 on VCC_INT power supply rail
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Figure 32 - Power Consumption for Server during TEST1 on VCC_INT power supply rail

e TEST2 power consumption (RAW type data packets)
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Figure 33 - Power Consumption for Client during TEST2 on VCC_INT power supply rail
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Figure 34 - Power Consumption for Server during TEST2 on VCC_INT power supply rail

e TEST3 power consumption (RDMA type data packets)
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Figure 35 - Power Consumption for Client during TEST3 on VCC_INT power supply rail
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Figure 36 - Power Consumption for Server during TEST3 on VCC_INT power supply rail
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e TEST1 delta power consumption (LONG type data packets)

Here we also summarize the variation of the power for other parts of the AXIOM-board. Essentially we
remain between about 1.4W and 2W (Figure 37,Figure 38,Figure 39,Figure 40,Figure 41,Figure 42).
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Figure 37 - Maximum Variation in Power consumption for Client during TEST1
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Figure 38 -Maximum Variation in Power consumption for Server during TEST1

e TEST?2 delta power consumption (RAW type data packets)

Client:
Delta Power

W vcce_intfp
mvcce_int
vin
m intfp_ddr
m1v2_ddr_ps
1v2 ddr_pl
M mgtavcc
mgtavtt

J

0 30 60 90 120150 180 210 240 270 300 330 360 390 420 450 480 510 540 570 600 630 660 690
Power (m)

Figure 39 -Maximum Variation in Power consumption for Client during TEST2
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Figure 40 - Maximum Variation in Power consumption for Server during TEST2

e TEST3 delta power consumption (RDMA type data packets)
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Figure 41 - Maximum Variation in Power consumption for Client during TEST3
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Figure 42 -Maximum Variation in Power consumption for Server during TEST3
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6 Power consumption of matrix multiplication with Om-
pSs@FPGA

We have measured the power consumption of matrix multiplication on the AXIOM board. The algo-
rithm is described in the AXIOM Deliverable D4.3 [68]. The matrix multiplication works on a matrix
of 2048x2048 single precision floating point elements, on blocks of 128x128 elements. This version
based on 128x128 blocks allows to experiment with using 1 to 3 FPGA IP cores.

We have evaluated the power consumption of matrix multiplication when using the following runtime
alternatives:

- 1to4 CPU cores, that is, using only the SMP host cores, monitoring the PS cluster and the total
power consumption.

- 1 to 3 FPGA IPs, with 2 helper threads and 4 / 16 pending tasks, that is using only the FPGA
accelerators, with the helper threads support, monitoring the PS and PL clusters, and the total
power consumption.

- 2 SMP cores and 1 to 3 FPGA IPs with 2 helper threads, that is using the full set of resources
available, also monitoring the PS and PL clusters and the total power consumption.

6.1 Power consumption on SMP host cores

Figure 43 shows the power consumption of the SMP of the matrix multiplication benchmark, running
on 1 to 4 SMP cores. As it can be observed, the baseline power consumption when the 4 cores are idle
is a little bit over 1W that is 1,140 W. Each SMP core adds up to 120 mW.
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Figure 43 - PS SMP cores power consumption of matrix multiplication running on the SMP cores

Regarding the power consumption of the PS DDR, we have obtained that 4 cores add up to 100 mW
(see Figure 44), from 360 mW when running on 1 core to 460 mW when running on 4 cores. It is
noticeable the peak on the DDR power consumption when the application starts, reaching up to 800
mW of instantaneous power consumption when running on 3 and 4 cores.
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Figure 44 - PS DDR power consumption of matrix multiplication running on the SMP cores. Observe that it is based
on 300 mW, as the details can be better appreciated

The overall power consumed by these experiments is shown Figure 45. This includes all the AXIOM
board. The minimum values on idle are 12400 mW. In particular, the idle FPGA bitstream has a baseline
power consumption of 5640 mW. The power spent follows the same shape of the PS (cores and DDR),
as it is expected.
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Figure 45- Total power consumption of matrix multiplication when running on 1 to 4 SMP cores. Observe that it is
based at 12000 mW, as the details can be better appreciated

6.2 Power consumption on FPGA IPs

The next set of results show the power consumption of matrix multiplication when running on the 1 to
3 128x128 block IPs available on the FPGA. Figure 46 shows the power consumption of the main thread
and 2 helper threads in the 4 experiments presented. Each experiment uses 1 to 3 FPGA IPs, and is done
with 4 or 16 pending tasks. The shape is similar to Figure 45, with much more variability, as the tasks
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done by each thread are dedicated to the management of the FPGA IPs. At the end of each execution
the power consumption increases because of the verification phase of the matrix multiplication.
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Figure 46 - PS SMP cores power consumption of matrix multiplication when running with 1 to 3 IP cores

Figure 47 shows the power consumption of the FPGA, when running 1 to 3 IPs (with up to 4 pending
tasks), and the fourth experiment with 3 IPs and up to 16 pending tasks. It shows that the IPs consump-
tion increases from 5640 mW to 6260 mW. Given that the idle bitstream is constantly consuming 5640
mW. We attribute the additional 620 mW to the movement of data through the AXI interconnects and
inside the FPGA IPs. The addition of each IP increases the power consumed by around 150-300 mW,
including the fact of increasing the number of pending tasks from 4 to 16, which also increases perfor-
mance, and power consumption.
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Figure 47 - PL power consumption while executing matrix multiplication using 1 to 3 IP blocks

The last measurement on this experiment is also the total power consumption from the AXIOM board.
Figure 48 shows these results. The shapes of the graphs resemble the addition of the previous Figure 46
and Figure 47. Compared to the execution on SMP cores only, we can observe that both of them have
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minimum values at 12200 mW. But this one with work on the IPs, it reaches a peaks of power con-
sumption of up to 14600 mW, while running on SMP cores only, reaches a flat maximum of 13400 mW
(see Figure 45).
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Figure 48 - Power consumption of matrix multiplication when using 1 to 3 IPs on the FPGA. Observe that it
is based at 12000 mW, as the details can be better appreciated

6.3 Power consumption on SMP and FPGA

The third set of experiments measures the power consumption when running matrix multiplication using
the master thread, one worker thread, and 2 hybrid helper threads on the 4 SMP cores, and the 3 IPs on
the FPGA.
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Figure 49 - Power consumption of matrix multiplication when using 4 SMP cores (master, worker, 2 helper
threads), and 3 IPs on the FPGA. It includes data obtained when running on 300 MHz. and 200 MHz.

We can observe that there is an important increase of power consumption — from 4000 mW to 6200
mW when increasing the frequency of the FPGA hardware from 200 to 300 MHz. At the same time,
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there is also an important increase in the performance. The power consumption on the PS ARM cores,
and the DDR memory is nearly the same regarding the FPGA frequency.

Finally, Figure 49 shows the total power consumption when running matrix multiplication when run-

ning on the SMP and FPGA resources. We can observe the difference on consumption between the 200
MHz and the 300 MHz implementation. The higher frequency version nearly reaches 15 W, while the
execution at 200 MHz barely goes up to 11 W.
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Figure 50 - Total power consumption of matrix multiplication including SMP and FPGA execution

7 Smart Video Surveillance (SVS) application performance

and power evaluation
We extensively used the AXIOM-board to run the SVS application developed by Partner HERTA:

The PL domain has an LBP face detector accelerator synthesized on the reconfigurable logic,
and performs face detection from the internal 4 Megabyte BlockRAM (32 Megabits). The clas-
sifiers are also stored in the BlockRAM. As such, the image chunks of a given input video
frame are transferred from the external DRAM memory to the on-die local memory of the PL
block to evaluate the classifiers, and then look for faces.

The PS domain (ARM Cortex A53 cores) executes our Qt-based WP3 application logic, per-
forms video H.264 demuxing/decoding and also includes all the required glue code for the
XDMA.

The Mali GPU runs all the required GLSL pixel and vertex shaders, and deals with the OpenGL
ES 2.0 textures for the video buffers. They are basically vector-parallel operations for texture
resizing/downscaling, and for performing coordinate transformations. The GLSL code is com-
piled by the ARM Mali driver using JIT compilation, and thus generating the SIMD-like GPU
assembly code. This is automatically done when our application is started.
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To sum up, we are leveraging the heterogeneous architecture of the UltraScale+ chip (ARM CPUs +
FPGA + GPU) to show the potential of the AXIOM board.

More in detail, the power/performance of the Smart Video Surveillance (SVS) use case application was
evaluated running on the Xilinx UltraScalet+ ZU9EG MPSoC included on the AXIOM board. As it was
described in Deliverable D3.3, the SVS application implements a heterogeneous video face analytics
pipeline, and thus heavily exploits both the PL and PS clusters.

In order to determine how the application would behave in stressed out scenarios, we carefully selected
two different pre-recorded H.264 1080p videos (siena.mp4 and crowd run.mp4), which greatly varied
throughout their frames both the dimensions and the amount of simultaneous faces. Table 5 included
below summarizes the main properties of the selected videos:

Table S - Selected videos for the SVS application evaluation on the AXIOM board.

Video Name Codec Properties Total Frames
. 1920x1080 H.264/AVC 4559 150
siena.mp4
Kbps
1920x1080 H.264/AVC 36728 500
crowd_run.mp4 Kb
ps

The first video (siena.mp4) was recorded by UNISI in their premises and featured three simultaneous
faces approaching to the camera. The idea behind this test was to analyze faces at the first stages of the
multi-scale Gaussian pyramid (i.e. the bigger ones) with the aim of increasing the number of potential
sliding windows during the LBP face detection process. As the histogram in Figure 51 shows, most
detected faces -before applying non-maximum suppression- were found at the first 4 scales of the image
pyramid. This fact means that they were localized within the bigger scales of the Gaussian image pyr-
amid, which are the most computational expensive as they contain the highest amount 48x48 candidate
windows.
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Figure 51 - Number of detected faces for each scale of the 22-scale Gaussian image pyramid (siena.mp4).
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On the other hand, the second video (crowd run.mp4) featured approximately up to 60 simultaneous
faces per frame after having applied non-maximum suppression (NMS). It should be noted that the
NMS process is required for selecting the best detected face from the set of detections returned from
the LBP classifier from a given 48x48 sliding window.

This video can be found in the SVT HD multi-format test set2, and it shows runners participating in a
marathon. The amount of total detected faces per frame (before applying NMS) ranged between 370
and 650 (see Figure 52 for more details).
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Figure 52 - Number of detected faces per frame before NMS (crowd_run.mp4).

7.1 Power measurements of the SVS application

Taking both videos as an input of the SVS application, we measured the power consumption of the
whole SVS application using three of the eight Texas Instruments INA219 chips included on the AX-
IOM board. More particularly, we monitored the PS (PM_VCC _INTFP), PL (PM_VCC_INT), and
VIN (PM_VIN) voltage domains of the UltraScalet MPSoC. The main purpose was to determine the
combined current and power consumption of the CPU cores, GPU, and FPGA reconfigurable logic
when running the software.

The power experiments were carried out using a sampling rate of 300 ms by gathering the current and
power metrics from the Linux kernel sysfs interface developed by SECO. These measures were
stored in the RRDtool3 round-robin database for further analysis. The obtained results (see Figure 53
and Figure 54) showed that the total power consumption of the SVS application when running on the
board (VIN power rail) was less than 8 W, while drawing an average current of 600 mA in the VIN
shunt resistor. However, the most relevant part was to determine the detailed power consumption of
both PL and PS clusters of the UltraScalet+ while analyzing the selected videos.

2 fip://vqeg.its.bldrdoc.gov/HDTV/

3 https://oss.oetiker.ch/rrdtool/
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Figure 53 - Total power consumption of the AXIOM board (siena.mp4).
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Figure 54 - Total power consumption of the AXIOM board (crowd_run.mp4).

Since the PS cluster deals with H.264 video decoding, performs the required CPU/FPGA memory trans-
fers, and also renders the UI on the GPU; we expected variations in the power consumption depending
on the load factor of the ARM Cortex A53 CPU cores due to the DVFS techniques implemented in the
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MPSoC. As the Figure 55 enclosed below shows, the obtained power consumption of the PS cluster
was less than 1 W before/after the SVS video application started/stopped analyzing the video (high-
lighted vertical red lines). However, when a given frame is decoded, analyzed, and mapped into an
OpenGL ES texture, the power consumption peaks on average to 1.3 W.

Similarly, the power consumption also returns to 1 W while the CPU cores are idle waiting for the
completion of I/O operations from the miniSD card or CPU/FPGA memory transfers. More interest-
ingly, the PS power trace also show regions in which the power consumption is halved or cut by a factor
of three from the peak values. This means that up to three ARM CPU cores are power down when they
are idle. Unfortunately, there was no way to determine the power consumption attributed to the ARM
Mali 400 GPU from the aggregated PS power traces.
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Figure S5 - PS cluster power trace running the SVS application (siena.mp4).

Finally, there are also areas shaded in blue which may correspond to delays attributed to longer I/O
operations, as the PS cluster power consumption is very far from peak values. Unfortunately, were not
able to profile the exact lines of the SVS source code in which such delays were originated while cap-
turing values from the INA219 power measurements.

As Figure 56 shows, the PS domain power consumption values obtained for the crowd run.mp4 video
closely resembled the ones obtained from the siena.mp4 video. The power consumption also was cut
down substantially before and after the input video was processed (vertical red lines).
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Figure 56 - PS cluster power trace running the SVS application (crowd_run.mp4).

Arguably, the most interesting part of the SVS application porting to the AXIOM board was the of-
floading of the LBP face classifier to the reconfigurable logic using the OmpSs@FPGA programming
model. This particular kernel was called by the SVS application for each video frame. It used as an
input image chunks from the multi-scale Gaussian image pyramid, which were cached in the on-die
BlockR AM memory on the fly to avoid excessive off-die DDR4 memory accesses.

The bitstream of this accelerator was synthesized into the PL cluster together with the boosted cascade
of classifiers, which were also cached in BlockRAM in order to increase the classifier memory fetch
bandwidth. The obtained PL cluster power measurements of this FPGA accelerator are shown in Figure
57 and Figure 58, and consumed on average less than 1.5 W. Unfortunately, we were not able to attribute
the power consumption spikes to any particular computation, as we did not have the capability to trace
cycle by cycle the FPGA power consumption on the AXIOM board at the lab premises where we tested
the SVS application (in the next Section we will show how this was done in the SHL application).
However, the minor reductions in power consumption on the PL cluster could be attributed to lower
activity of the DSP units used by the LBP kernel. This lower activity may be related to delays in which
some ALUs included in the DSPs are idle waiting from data requested from the BlockR AM memory or
pending DDR4 memory transfers from or to the off-die DRAM memory.
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Figure 57 - PL cluster power trace running the SVS application (siena.mp4).
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Figure 58 - PL cluster power consumption running the SVS application (crowd_run.mp4).

After having studied carefully the obtained power traces, we estimated that the SVS application running
on the Xilinx ZUIEG MPSoC consumed on average less than 3 W while performing face analysis on

two challenging video sets.

The obtained total power consumption of the MPSoC was obtained simply by aggregating the power
consumption of both PS and PL power domains. The SVS application power consumption was con-

sistent with the values estimated by the Xilinx Power Estimator spreadsheet [60].
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8 Smart Home and Living (SHL) application performance
and power evaluation

In this Section, we discuss how the OmpSs execution environment has been evaluated on the Smart
Home/Living (SHL) application. The environment was tested with the AXIOM evaluation platform
(32-bit Xilinx ZC706 evaluation kit) and with the AXIOM platform (64-bit Zynq UltraScale+ ZU9EG).

In the SHL scenario, several applications manage the comfort, the security and the energy consumption
of the smart home. In the context of the AXIOM project it has been implemented an application to
identify the user by the iris code and the voice features extracted by the video and audio captured from
the video door entry system. The application has been explored with the aim to validate and define the
advantage of the heterogeneous architecture and the execution environments.

The Axiom_Bio_Identification is the application developed by VIMAR, and it is based on several open-
source libraries to process and analyze audio and video data. The description of the application is pre-
sented on the D3.3. The video processing task and the video analysis task are the more time-consuming
tasks and their workflow is briefly described in the following paragraphs.

The video task starts with the identification and extraction of the minimal box that incorporates an eye
inside the frames record from the input video recorded by the video door entry system. That minimal
box is named Region of Interest (ROI). ROIs are processed to extract the metrics required for determin-
ing the image quality; in the case they violate image quality thresholds they are discarded, otherwise
the ROIs are processed to generate the iris code.

To extract the iris code, a segmentation step is executed in which the inner and the output boundaries
of iris are detected. Thereafter, the iris annulus is transformed into a size-invariant strip, following
Daugman's rubber-sheet method [71]. This new image is filtered to extract the iris features, and finally,
an iris code is generated as a selection of the complete set of features. To conclude, a matching phase
is performed to find the distance from the processed iris code to the codes saved in the enrolled subject’s
database.

Anisotropic smoothing is a task required in the segmentation steps of iris recognition module and it is
a very time-consuming workload task. This task aims at filtering the ROIs recognition in frames to
retrieve the iris contours. These tasks are sequentially executed four times for each ROI to obtain the
information required by the algorithm.

To accelerate the execution of the Axiom Bio Identification application, the above-mentioned algo-
rithm was exhaustively analyzed to precisely determine the data flow and its corresponding depend-
ences and define the tasks that could be mapped in the SMP and the FPGA resources. Finally, it was
annotated with OmpSs directives to define the tasks and the target devices of each task. The code of the
tasks with a FPGA target has been also annotated with the HLS directives to optimize the implementa-
tion of the FPGA accelerators.

The structure of the Axiom Bio Identification application is outlined below:
- The application takes the input frames from the camera using the GStreamer framework;
- The eyes (ROIs) contained in a single input frame are extracted using the OpenCV library;
- Two ROI Tasks are created, each task takes as argument the reference to the ROI containing
the single eye;
- The ROI Tasks run on SMP, each one creates 4 Anisotropic_Tasks that must be executed se-
quentially.
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Given the current structure of the SHL application we experimented acceleration possibilities on the
single node (for more nodes, we need more careful management of the data dependencies, so we focused
on the FPGA and multicore acceleration in first instance).

8.1 Performance Results of SHL application

The analysis done on the algorithms in the Axiom_Bio_Identification application showed that the data
of each ROI is independent from each other, thus the ROIs can be processed using different parallel
tasks. In collaboration with partner BSC, the OmpSs directives have been introduced in the source code
to transform the sequential processing of the video frames into several tasks, which will be identified
with the name of ROI_Tasks, which can be scheduled by the Nanox++ runtime system. The complexity
of the code involved in the processing of the ROIs does not enable to map efficiently all the work done
by these tasks into the FPGA PL resources, so the target device for such tasks has been set equal to
SMP with OmpSs directives. However, the ROI Tasks incorporate the segmentation step, which con-
tain the anisotropic smoothing tasks, which are fit to be executed in FPGA. In order to take advantage
of the FPGA resources, OmpSs annotations were added to the anisotropic smoothing code to define
OmpSs@FPGA tasks. These tasks are named Anisotropic_Tasks and they include all the operations of
the anisotropic smoothing algorithm. Further low-level PL optimizations were explored by annotating
the code with HLS directives. On the tests done, the target device for the Anisotropic Tasks were set
to SMP in some experiments and to FPGA in other experiments. In the FPGA experiments the pragmas
of OmpSs@FPGA that allows us to instantiate multiple-accelerators were explored with the introduc-
tion of 1 and then 2 accelerators.

In the segmentation step, the anisotropic smoothing task is executed four times but the data flow in this
step does not allow the parallel execution of the four anisotropic smoothing calls. However, the tasks
creation and execution of the iris recognition module enable the parallel processing of several
ROI Tasks, and allows the usage of design in which the FPGA accelerators are mapped several times
in PL fabric of the MPSoC.

1 8 B | 1 B B | Il MEME SMP cores
A A A A AA FPGA acc

OmpSs@SMP OmpSs@SMP  OmpSs@SMP
OmpSs@FPGA OmpSs@FPGA

186 Sequential
144 115 time
47 1 34
Parallel
time
Seq SMP Seq& SMP+ Seq& SMP+
time time Offload 1FPGA_ACC Offload 2FPGA_ACC
time time time time

Figure 59 - Sequential time and the parallel time of the Axiom_Bio_Identification application in the AXIOM board.
The sequential time is the sum of time spent in each SMP resources in user-mode and kernel-mode within the
VIMAR application, the parallel time is wall-clock time.

Figure 59 shows the time execution of the Axiom Bio Identification while processing a video of 60
frames a with resolution 720x578 pixels in the AXIOM board. The columns show the results of the
following experiments:
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1. Parallel execution with only the SMP tasks that process the ROIs data in parallel in 283 OmpSs
tasks in the 4 SMP resources of the AXIOM board.
2. Parallel execution of the application where the ROI Tasks are mapped to the SMP resources
and the Anisotropic_Tasks are mapped to one FPGA accelerator. In this configuration, 285
OmpSs tasks are created.
3. Parallel execution of the application where the ROI Tasks are mapped to the SMP resources
and the Anisotropic_Tasks are mapped to two FPGA accelerators. In this configuration, 299
OmpSs tasks are created.

Figure 59 shows that both the sequential and the parallel time decrease when the FPGA accelerators are
added due to the offload of some parts on the accelerators. Moreover, with one and two accelerators,
the execution time for the Axiom_Bio_Identification application decreases, and as well there are free
CPU resources that can be used to perform additional tasks.

8.2 Energy Consumption Measurements of SHL application

In collaboration with the EVIDENCE Partner, the energy consumption of the execution of the applica-
tion was measured. The setup used included the Lauterbach Power Trace tools, and the Lauterbach
Analog Probe which has been connected to three rails (CPU, FPGA Fabric and DRAM). In order to do
that, the AXIOM board shunt resistors have been wired out to a connector as shown in Figure 60. We
connected the probes to these resistors to measure the energy consumption of different power domain.

Figure 60 - The shunt resistors on the power rails have been wired to an external connector and connected
to the Lauterbach Analog probe.

The traces of the power consumption of the executions of the four experiments presented in the preview
paragraph were captured by sampling the current flow in the power lines of the AXIOM board described

in the Table 1.

Table 6 Power lines under test

Nominal
Bus Label Voltage Description Trace Color
)
| 0.85V_INTFP || PM_VCC_INTFP| 0.85 || PS full-power domain supply | green
0.85V_VCCINT|| PM_VCC INT | 085 || PL internal power supply | red
1V2_DDR_PS |PM_1V2 DDR_PS| 120 PS DDR supply blue
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We performed a set of experiments related to the four version of the SHL application described in the
previous paragraphs, sampling the power consumption of the three rails of interest. As a result, it is
possible to identify the various phases of execution, in particular:

e tis possible to identify when the SMP CPUs are running, highlighting 5 power consumption
levels (0 to 4 CPUs running);

e tis possible to identify the phases of the FPGA activation, identifying when there are one or
two FPGA accelerators running

e tis possible to identify when there is a substantial load on the DDR memory subsystem.

All power traces show a static power (around 0.9 W) consumed by the FPGA where no accelerators are
running,.

In particular, Figure 61 shows the power trace of the sequential version (experiment 1) of the SHL
application. In this case, the application runs on only one CPU core.

Figure 62 shows that the application is using all the four CPU cores (experiment 2), and for that reason
the PS power consumption (green line) is greater than the sequential version. As it can be seen from
Figure 62 also the RAM power consumption (blue line) is greater than the experiment 1, because all
the cores use the memory during the computation.

The experiment 3 uses also one accelerator implemented in the FPGA. This is visible in Figure 64,
where the PL power supply (red line) increases when the accelerator is working.

Finally, in Figure 63 the SHL application takes advantage of the parallel execution of the application
on 4 SMP resources and 2 FPGA accelerators. The red line (PL power supply) shows clearly when one
or two accelerators are working or not.
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2.4 data with 1 SMP resource
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Figure 61 - Power trace sampled when running experiment number 1 (sequential execution). A single processor is
constantly loaded for all the execution time.
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Figure 62 - Power trace sampled when running experiment 2 (Parallel execution only on SMP). In this case,
all four cores are running, and a substantial access to the DRAM is also performed.
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Figure 63- Power trace sampled when running experiment 3 (Parallel execution on SMP and 1 FPGA accel-
erator). As it can be seen, during the FPGA execution, the CPU is basically idle, with limited usage of the
DDR memory.
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Figure 64- Power trace sampled when running experiment 4 (Parallel execution on SMP and 2 FPGA accel-
erator). In this case, the two power levels of the FPGA (1 and 2 accelerators running) are clearly visible.

The Lauterbach TRACE32 software is also able to perform the computation of the total energy con-
sumed for the computation (in Joule), by integrating the three power line under test during the execution
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of the application Figure 65 shows the profile of the total energy spent over time on the experiment
number 4 (shown in Figure 63).
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Figure 65- Trace of energy consumed by the 3 power lines under fest in the experixﬁent 4 (Parallel execution
on SMP and 2 FPGA accelerator).

Figure 66 shows the total energy consumed by the four experiments on the AXIOM board. It is clear
that the usage of the FPGA acceleration allowed a reduction of both the execution time and the energy
consumption.
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Figure 66- Energy consumption to process the application with different version of parallelism.

Finally, Figure 67 and Figure 68 shows a focus on specific parts of the power trace shown in Figure 63.
In particular, we try to characterize the power trace mapping it to the application steps.

By observing the power consumption, in fact, we can identify how many resources are in use on the
MPSoC. Figure 67 shows with the addition of dashed lines the number of cores and FPGA accelerators
in use during the execution of SHL application (experiment 4).

In addition to that, it is possible to identify the application execution patterns. Figure 68 shows in par-
ticular a typical pattern on the experiment 4: in this case, the application executes 5 times the FPGA
accelerators (red line) before collecting the results using the CPUs (green line) and the DDR RAM (blue
line), that in fact have spikes every 5 FPGA executions.
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Figure 67- Resources in use on the SoC (experiment 4).
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Figure 68- Execution pattern identified on the experiment 4.
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9 Confirmation of DoA objectives and Conclusions

Here we describe how the deliverables conform to the DoA stated objectives.

PLANNED ‘ DELIVERED

DELIVERABLE:

*  Performance and Energy Evaluation of AXIOM Report

We have completed the design of important features of the AXIOM platform thanks to the developed
tools and benchmarks. The system is now running. The hardware is fully working and several proto-
types boards have been released (about 2 per partner). The software has been completed with the ap-
propriate driver also for peripherals not yet existing at the time we started and not even once the AX-
IOM-board was available such as in the case of the XSMLL/DF-threads device and drivers.

Once the soft-IPs had been verified we were able to further optimize the performance of the system and
we confirmed the initial hypothesis of good scalability.

The two key applications SHL and SVS were properly developed to exploit the capabilities of the AX-
IOM-board. Further improvements are possible, but we believe that we have met or exceeded all project
objectives.
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