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GLOSSARY 
AEP – AXIOM Evaluation Platform 
AMBA – Advanced Microcontroller Bus Architecture 
API – Application Programming Interface 
ARM – Instruction set architecture developed by ARM Holdings Ltd. 
CNN – Convolutional neural network 
CPS – Cyber Physical System 
CPU – Central Processing Unit 
DDR – Double Data Rate RAM 
DRM – Direct Rendering Manager 
DSP – Digital Signal Processing 
EGL – Embedded-System Graphics Library 
FIFO – First In First Out 
GLSL – OpenGL Shading Language 
GPS – Global Positioning System 
GPU – Graphic Processing Unit 
HD – High Definition 
GUI/UI – Graphical user interface 
HDL – Hardware description language 
HLS – High-level synthesis 
IP – Intellectual property or Internet Protocol (depending on the context) 
ISA – Instruction Set Architecture 
KMS – Kernel Mode Setting 
LBP – Local binary pattern 
LED – Light Emitting Diode 
LibAv – Open-source libraries derived from the FFmpeg project to handle multimedia data 
Mali – A GPU microarchitecture developed by ARM Holdings Ltd. 
Mercurium – OmpSs compiler 
Nanos++ – OmpSs runtime 
MPSoC – Multiprocessor System-on-Chip 
OpenCV – Open Source Computer Vision Library 
OpenGL ES – Reduced specification of the OpenGL standard that targets embedded devices 
PL – Programmable Logic 
PS – Processing System 
Qt – Cross-platform application framework developed by The Qt Company 
QML – Qt Meta Language  
ROI – Region Of Interest 
SHL/SLH – Smart home living scenario developed for the AXIOM project 
SMP – Symmetric multiprocessing 
SoC – System on chip 
SPro – Open source speech signal-processing toolkit 
SVS – Smart surveillance scenario for the AXIOM board 
TCP – Transmission Control Protocol 
UX – User Experience 
WebRTC – Web Real-Time Communication 
XDMA – AXIOM FPGA Direct Memory Access kernel module 
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Executive summary 
This Deliverable reports the steps followed in the porting process of the Smart Video Surveillance and 
Smart Home Living use case applications to the heterogeneous FPGA-based architecture available on 
the AXIOM board. As such, the source code of the applications leveraged the OmpSs@FPGA program-
ming model and related runtime libraries to automate HDL code generation, placement, routing, syn-
thesis and execution on the reconfigurable logic. This toolchain is also used for abstracting the API 
interface to load/unload and schedule kernel launches of the bitstreams of synthesized accelerators, 
while hiding the underlying complexity of low-level host/device and device/host memory transfers. 
Preliminary experiments of OmpSs@Cluster were also conducted to show the potential of scaling and 
offloading computations to two AXIOM boards. 

Additionally, it also describes the decisions adopted during the process of designing and prototyping 
the required user interfaces, as well as the steps followed for implementing and accelerating them on 
the on-die GPU included in the UltraScale+ SoC. 

Finally, a test of the user experience was also conducted with the aim of evaluating the envisioned new 
services and their usability as implemented in the prototypes (e.g., determining how an inexperienced 
end user might interact with the different software components). 
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1 Document structure 

1.1 Document structure 
This Deliverable contains a report on the work carried out for finishing the porting process of the SVS 
and SLH scenarios to the AXIOM platform. The datasets collected and used to train both systems (de-
mographic facial estimation system and voice recognition system) will be publicly released on an open 
data set repository (e.g. OpenAIRE [1] or Zenodo [2]) in order to be open accessible to other research-
ers. Additionally, it also includes the steps followed for designing and validating the graphical user 
interfaces designed for both use cases. The reported work is organized as follows: 

●    Section 2 describes the porting activity for the SVS scenario; 

●    Section 3 describes the porting activity for the SLH scenario; 

●    Section 4 describes the user interface design and testing for both scenarios; 

1.2 Tasks involved in this Deliverable 
This Deliverable is the result of the work developed in the following tasks: 

●  Task 3.2: Proof of Concept and Porting of SHL and SVS Case Studies 
Selection, envisioning and refinement of Scenarios to be put into scene by prototypes of AXIOM 
architecture in the domain of Smart Living Home and Smart Video Surveillance. 
Porting of the Smart Living Home Application and Smart Video Surveillance to the OmpSs 
Programming Model. [3] 
Partner UNISI (Interaction Design group) will envision new scenarios for the using the AXIOM 
CPS platform. UNISI will take care of the “Role Prototyping” of the App/Service, while ad-
dressing the two challenges of services/system integration and appealing user experience. 
UNISI will define the Interaction Design pattern in the design of the application on the AXIOM 
CPS. UNISI will carry out the Conception and Definition of the user experience in adopting 
into scene the new enabling CPSs. 
Partner VIMAR will design and develop algorithms for real-time data management used in the 
Home Automation application. Partner VIMAR will develop a modular, cost and power effec-
tive software architecture including a reference version and the porting of such reference ver-
sion to the OmpSs programming model (the hardware part will be developed in WP6). 
Partner HERTA will design and develop algorithms for real-time face recognition used in the 
smart surveillance application. Partner HERTA will optimize the fine-grained parallel algo-
rithm for FPGA accelerator and will develop and port their application to AXIOM architecture 
using OmpSs. 
Partner BSC will give support to VIMAR and HERTA for the porting of the applications to 
OmpSs. 

● Task 3.3: Testing for User Experience 
Testing the AXIOM CPS mainly focusing on User Experience in the domain Smart Video Sur-
veillance and Smart Living/Home. 
Partner UNISI will verify the user feedback of the real-life scenarios in cooperation with 
partners HERTA and VIMAR.  
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2 Smart Video Surveillance Application Porting 
The Smart Video Surveillance use case application closely resembles the BioSurveillance [4] commer-
cial software currently offered by partner HERTA. Since this product targets Windows platforms, and 
offloads compute intensive data-parallel kernels and video decoding to discrete NVIDIA GPUs, a major 
redesign was required in order to port the inner code-logic to the AXIOM platform. 

As it was disclosed in Deliverable D3.2, the main architecture of the SVS application is made up of 
several engines that are written in ANSI C and C++ 11 languages. However, some parts of the code 
were more suitable for being offloaded to the reconfigurable logic (PL domain of the UltraScale+ 
MPSoC) using the OmpSs@FPGA programming model. More particularly, the most time-consuming 
parts of the application were the LBP face classifier, and the CNN inference engine used for performing 
the demographics estimation of detected faces. These kernels feature a data-parallel arithmetic intensity 
that makes them suitable for targeting the power-efficient DSPs available in the reconfigurable logic of 
the PL domain. 

Since the Xilinx UltraScale+ ZU9EG SoC does not include and on-die H.264/HEVC video decoder, 
the video acquisition engine (i.e. video demuxing and slice decoding) was implemented by means of 
the LibAv open source collection of libraries [5]. As such, this part of the pipeline relies on a multi-
threaded software implementation, which heavily exploits the ARM Cortex A57 processors available 
in the PS cluster. 

Figure 1 summarizes which components of the SVS application exploit the two different clusters of the 
UltraScale+ chip included on the AXIOM board. The multiple steps depicted closely resembles a pipe-
line, in which the SVS main module orchestrates and schedules tasks on top of the ARM CPU cores, 
the FPGA reconfigurable logic, and the ARM Mali GPU. 

After the initial H.264 slice video decoding is completed, it is also required to build a multi-level syn-
thetic Gaussian pyramid. This pyramid is a step needed before issuing the kernel execution of the LBP 
face classifier, as the boosted cascade of features only work with a fixed-sized sliding window. Since 
the SVS application must be able to localize faces of arbitrary sizes, the Gaussian pyramid must include 
downscaled and subsampled copies of the decoded video frame. Additionally, it is also needed to avoid 
excessive memory transfers between the ARM CPUs hosts and the on-die BlockRAM, which must 
cache within the FPGA reconfigurable logic (PL domain) the image working set in order to both reduce 
latency and increase the memory bandwidth. 

The construction of such pyramid is a step that is more suitable to be computed on the on-die ARM 
Mali GPU (PS domain). By relying on OpenGL ES texture mipmapping, it is possible to simultaneously 
compute bilinear filtering and scaling simply by performing fetches from the GPU texture cache. This 
step is transparently offloaded to the GPU by relying on the glGenerateMipmap() function, which au-
tomatically builds the required mipmap. 
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Figure 1 - Offloading of the main SVS application components to the UltraScale+ MPSoC clusters. 

At this point, the demographic CNN inference is performed taking as an input a subset of detected faces, 
which are stored into a FIFO queue. Since there is no tracking algorithm involved, the SVS application 
creates a thread, then randomly selects a face from the abovementioned subset, and finally rescales it to 
the input size of the first layer of our pre-trained CNNs (64 x 64 pixels). For more details regarding the 
architecture of HERTA’s proprietary CNNs, please refer to Section 2.3 included in Deliverable D3.2. 

Finally, after all the pipeline stages are successfully completed, the user interface of the SVS application 
must show graphically the expected outcome of the facial analysis of the video footage. This UI is 
implemented on the AXIOM board on top of the X.org X11 server [6], using the Qt framework libraries 
[7], and heavily relies on OpenGL ES and GLSL GPU shader computations to efficiently map textures, 
perform coordinate transformations, render animations, and apply antialiasing filters.  Therefore, as in 
the case of the Gaussian pyramid, these latter processes are also offloaded to the on-die ARM Mali 
GPU included in the PS cluster. 
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2.1 Software Parallelization on the AXIOM Platform 
The main SVS application is implemented as a C++ class, and relies on a classic Model-View-Control-
ler (MVC) design pattern for abstracting memory allocation, scheduling, and execution of the low-level 
compute-intensive kernels from the UI. Such kernels are implemented in isolated ANSI C files, enriched 
with OmpSs #pragma annotations, and also perform the required API calls to the XDMA runtime li-
braries in order to correctly allocate the FPGA accelerator input/output buffers and data structures. 

On the other hand, the UI is implemented using the QML rendering engine offered by the Qt Framework 
set of libraries. This engine simplified substantially the development, as it enabled both HERTA and 
UNISI teams to code the different UI components using the simpler JavaScript language. 

As Figure 2 depicts, the SVS application shows the real-time decoded video footage, which can be 
retrieved either from a remote H.264 IP surveillance camera or from a file stored in the filesystem of 
the microSD card plugged in the AXIOM board. 

 

Figure 2 - SVS application running on the AXIOM board. 

For each frame of the video footage, the decoded H.264 slices are merged into a uint8_t buffer, which 
is later passed as an argument to the subsequent kernels (i.e. YUV_to_RGB, pyramid_compute, LBP_cas-
cade_evaluation, and CNN_inference) for further processing. It should be noted that the YUV_to_RGB 
kernel is only required for display, as the remaining kernels only work with luminance components. 
Therefore, the output of this kernel must be mapped into an RGB texture by calling its corresponding 
function glTexImage2D() from the OpenGL ES 2.0 specification. 
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Since the input video is usually larger than the overlay window of the UI, it is also required to perform 
real-time frame subsampling, and texture coordinate transformation to properly keep the aspect ratio. 
This process is also computed in the UI code using a combination of GLSL pixel and vertex shaders. 
As such, the shaders rely on data-parallel GPU SIMD instructions, which are then compiled to the target 
GPU ISA and executed by the GLSL ARM Mali JIT compiler included in the libMali.so driver. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 - GLSL shaders used in the UI of the SVS for scaling the video overlay. 

As a consequence, enabling GPU acceleration of both OpenGL ES 2.0 and GLSL shaders (see Figure 
3) in the UltraScale+ MPSoC of the AXIOM board was a major challenge, and required to develop 
patches to the official Qt 5.4 codebase, which are available at the private AXIOM Wiki page [8]. Typ-
ically, X11 for aarch64 is not officially supported anymore by ARM in the Mali 400 GPU, as the 
company only provides EGL and OpenGL ES 2.0 drivers for the Android stack. 

Therefore, we had to rely on experimental drivers of the X11 DRM/KMS OpenGL ES stack directly 
obtained from Xilinx, which provided an unoptimized code path to get 2D and 3D acceleration running 
on the AXIOM board. Similarly, the mini-DisplayPort output was turned on by interfacing the KMS 
driver with the zynqmp_dp kernel module. The final interaction between the Qt framework and the X11 
server was implemented using as a glue layer the libxcb library. 

By relying on the abovementioned combination, even though officially unsupported and highly exper-
imental, we were able to get the SVS application GPU-accelerated UI displayed on an external screen.  

The backend of the SVS application included the low-level calls to the kernels that were selected for 
parallelization using the OmpSs programming model (see the Appendix included in Deliverable D3.2). 
Since the most time critical part of the SVS pipeline is face localization, the main parallelization efforts 
were devoted to efficiently offloading the LBP kernel to the reconfigurable logic using OmpSs@FPGA.  

/* Initialize GLSL shaders */ 
shader = new QOpenGLShaderProgram(); 
shader->addShaderFromSourceCode(QOpenGLShader::Vertex, 
"attribute highp vec4 vertices;" 
"varying highp vec2 coords;" 
"void main() {" 
"    gl_Position = vertices;" 
"    coords = (vertices.xy / 2.0) - vec2(0.5,0.5);" 
"}"); 
 
shader->addShaderFromSourceCode(QOpenGLShader::Fragment, 
"precision mediump float;" 
"uniform sampler2D texture;" 
"varying vec2 coords;" 
"void main()" 
"{" 
"   gl_FragColor = texture2D(texture, coords);" 
"}"); 
 
shader->bindAttributeLocation("vertices", 0); 
shader->link(); 
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In this particular kernel, the inner nested for() loops iterate a 48x48 sliding window over a multi-scale 
Gaussian image pyramid while evaluating the pre-trained cascade of LBP features. Unfortunately, due 
to the limitations in size of the BlockRAM included in the ZU9EG chip (4 MB), it was not possible to 
cache both the classifiers and the image pyramid on die. As an example, a given uncompressed H.264 
1920x1080 grayscale video frame (i.e. UV components already removed) would consume 2 MB of the 
BlockRAM. Therefore, since the dimensions of the synthetic image pyramid corresponding to a 1080p 
input resolution are 1920x3936 pixels (22 scales), the memory requirements for on-die memory storage 
(7.2 MB) would be higher than the available on-die BlockRAM. 

At this point, there were two major options considered for the FPGA implementation of the LBP kernel: 
i) either to fetch all video frame pixels directly from the external DDR4 memory; or ii) to cache video 
frame chunks together with the face classifier cascade on chip. The second option was chosen due to 
the higher memory bandwidth and lower latency of the BlockRAM, when compared to the external off-
chip DDR4 memory. Additionally, since the FPGA reconfigurable logic is directly attached to the 
AMBA interconnect, and does not access the L1/L2 cache memory hierarchy included in the PS cluster, 
the DDR4 data path is not capable of automatically improving data locality. As such, it is required to 
manually cache data on die in the BlockRAM to hide latencies when accessing the external DDR4 
memory. 

An alternative third option was also considered, which consisted in performing multiple kernel launches 
of the LBP_cascade_evaluation kernel using as an input an OpenGL ES mipmapped texture. This 
texture was automatically generated by the ARM Mali 400 GPU (see Figure 4 - GPU debugging of the 
image pyramid texture mipmap generation) from the input video frame. However, this option was later 
discarded, as it required too many kernel launches, and the kernels computing the smaller mipmap 
scales yielded a very low occupancy of the DSP units thus decreasing the overall throughput. On top of 
that, it also degraded the performance of the face classifier, as it only generated the 10 scales offered 
by the standard OpenGL ES mipmap specification. 

 

Figure 4 - GPU debugging of the image pyramid texture mipmap generation 

Therefore, the AXIOM board implementation of the LBP kernel manually cached on die the 
LBP_SCORES, LBP_THRESHOLDS, and LBP_FILTERS arrays (see Appendix in Deliverable D3.2) contain-
ing the boosted cascade of classifiers. Similarly, the image pyramid working set was also split into 
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NUM_BLOCKS chunks and stored in the BlockRAM. Finally, FPGA task execution was scheduled for 
execution by annotating the kernel with the following simple OmpSs@FPGA directives: 

#pragma omp target device(fpga) copy_in(width[0:0], height[0:0]) onto(0,1) 

#pragma omp task 

At the end of the code, the #pragma omp task directive was used to wait for the execution of the kernel 
and pending memory transfers containing the coordinates of localized faces. Unfortunately, since the 
cascade evaluation algorithm uses a break statement to quickly discard image regions, Vivado HLS 
suffered from optimization issues and required additional #pragma HLS tripcount and #pragma HLS 
PIPELINE II=1 hints to improve the execution performance. 

An additional wrapper function was developed to register the variables used as arguments for the kernel, 
and the internal buffers to automatically conduct XDMA memory transfers. These transfers were per-
formed at the low-level by the xdma.ko Linux kernel module developed by BSC (see Figure 5), and 
also leveraged BSC’s runtime libraries libxdma.so and libxtasks.so. The abovementioned variables 
were registered by calling xdmaGetDMAAddress()and xtasksAddArg() functions for each of the inter-
nal buffers and kernel arguments. 

 

Figure 5 - XDMA Linux kernel module performing CPU/FPGA memory transfers during FPGA LBP kernel execu-
tion. 

As the Paraver [9] profile trace shows in Figure 6, our implementation performed the FPGA execution 
of the LBP kernel tasks in a serialized manner, and therefore did not overlap computations with DMA 
memory accesses. Also, it did not speculatively exploit any other kind of intra-frame parallelism to 
further increase throughput. The reason of this limitation was due to the interaction between the thread-
ing mechanism of the UI Qt framework libraries, and the integration with the underlying Om-
pSs@FPGA and related runtime libraries, which would have required adding large mutual exclusion 
regions to avoid crashing the SVS application.  

Similarly, Figure 7 shows a zoomed in version of the former trace, in which CPU/FPGA DMA transfers, 
CPU threads, and executions to the FPGA LBP kernel accelerator are highlighted. The latency observed 
between the FPGA accelerator calls were due to the time spent by CPU threads unpacking, demuxing, 
and decoding H.264 slices plus the computation required for constructing the image pyramid. 
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It should be noted that LibAv, Qt and OmpSs relied on their own customized thread scheduling mech-
anisms and thread pooling data structures. Therefore, the only way for successfully integrating them 
was to serialize OmpSs@FPGA kernel launches. 

 

Figure 6 - General overview of Paraver showing a profile trace of the LBP kernel FPGA accelerator performing exe-
cutions on the UltraScale+ reconfigurable logic. 

 

 

Figure 7 - Zoomed in Paraver view of the previous LBP kernel FPGA accelerator profile trace 
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Figure 8 - FPGA utilization of the LBP kernel on the UltraScale+ ZU9EG MPSoC. 

However, data parallelism was partially exploited within the LBP kernel by Xilinx’s HLS compiler, 
which automatically generated the FPGA bitstream from the C code already parsed and extended by 
BSC’s Mercurium fpgacc compiler. As Figure 8 shows, the generated bitstream clocked at 300 MHz 
consumed 8 DSP48E units. Unfortunately, this means that only 8 of the 2520 available DSP48E units 
on the ZU9EG chip were used by the FPGA kernel bitstream during execution. As such, there is still 
room for further improvement by increasing the utilization of the FPGA resources. 

Since one of the main objectives of OmpSs@FPGA was to completely avoid dealing with low-level 
digital design at the HDL level, it was difficult to increase the utilization of the FPGA computational 
resources taking into account that logic synthesis, placement and routing algorithms behaved as black 
boxes, and thus were uncontrolled variables not targeted by the AXIOM toolset. Additionally, the ir-
regular nature of the nested for() loops of the LBP face classifier proved to be a major challenge for 
the automatic C-to-HDL logic synthesis algorithms. 

Another kernel that was parallelized using #pragma annotations and the OmpSs@FPGA toolchain was 
the matrix multiply kernel. This particular kernel is used for performing the convolutions required for 
the CNN models trained for demographics estimation. An extensive analysis of such parallelization is 
presented in Deliverable D4.2 and D4.3. 

In the particular case of the YUV_to_RGB kernel, even though it was annotated and benchmarked with 
OmpSs@SMP directives (see Figure 8 included in Deliverable D3.2), we found that it was more worth 
to perform the color space conversion on the ARM Mali GPU rather than offloading these computations 
to the reconfigurable logic. Typically, OpenGL ES 2.0 deals with different texture formats and auto-
matically performs channel and color space conversions when encoding/decoding pixel formats for 
GPU rendering. Therefore, the latencies derived from OmpSs@FPGA kernel launches, internal data 
structure allocation, and memory transfers (i.e. CPU/FPGA and then CPU/GPU for display) made the 
low-level FPGA offloading a highly uncompetitive solution for improving the performance of color 
space conversion in the SVS application. 

Finally, a detailed analysis of the aggregated power consumption of the SVS application was conducted 
when performing face analysis on several videos. The gathered results are shown in detail in Deliverable 
D7.3. 
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3 Smart Home Living Service Porting  

3.1 SHL Application 
The AXIOM_Bio_Identification application developed by VIMAR during Task T3.2 analyzes a multi-
media stream usually broadcasted by TCP/IP through the Ethernet network, and identifies users located 
in front of the audio and video recording devices. The user identification task is done by combining a 
cascade of several algorithms, which were presented in Section 3.1 of Deliverable D3.2. 

The output of the application is displayed on the Linux console and stored in a log file. The output 
reports the result of all identification tasks, thus summarizing the following information: 

● Presence/absence of human eyes in the input video stream 
● Presence/absence of human voice in the input audio stream 
● Iris ID stored in the database, if the video frame contains the iris of a known user 
● Speaker ID stored in the database, if the audio trace contains the voice of a known user 
● Data consistency statistics of features extracted by both iris and speaker recognition engines 

 
The voice and the iris models/templates of known users are generated by the AXIOM_Speaker_training 
and the AXIOM_Iris_training applications, respectively. These applications were developed by 
VIMAR during Task T3.2. The main purpose of such applications is to generate iris and voice models 
of known users and to store them into the AXIOM_Bio_Identification databases. 

3.2 Porting of the Application to AXIOM board 
The AXIOM_Bio_Identification, the AXIOM_Speaker_training and the AXIOM_Iris_training applica-
tions were developed on x86_64 PC workstation with Ubuntu Linux 16.04.1 operating system. Such 
applications are based on several open-source libraries and multimedia frameworks, and were initially 
compiled targeting the x86_64 architecture. This external software is included and linked to the three 
applications at compile time. The main libraries used in VIMAR applications are OpenCV [10], ALIZE 
[11], SPRO [12] and WebRTC [13], while the multimedia framework used is GStreamer [14], which 
was enriched with a collection of plug-ins. These applications were tested on a PC using an input stream 
broadcasted from a video surveillance IP Camera.  

The three main kernels that emerged as the most time-consuming parts of the SHL application are the 
following: Feature extraction module, Anisotropic smoothing module and Iris recognition module. 
These kernels were isolated, profiled, and initially annotated using OmpSs@SMP directives. The re-
sults were reported in Section 3.5, 3.6 and 3.7 of Deliverable D3.2. Moreover, further advanced profil-
ing and optimizations were extensively studied and, as such, the full source code of these modules was 
shared with both BSC and UNISI partners, which proposed additional strategies to increase the through-
put and reduce the execution latency of the selected kernels. The toolset used for conducting these 
experiments consisted in the Mercurium compiler [15], the Nanos++ runtime, and Extrae library [16] 
for generating Paraver traces. 

In order to test, validate and profile our code in the initial AXIOM Evaluation Platform (AEP), all 
applications, libraries, and frameworks were compiled using the Mercurium compiler. The final binary 
was linked with the OmpSs runtime system, and targeted the ARMv7 Xilinx ZC706 board. The results 
obtained initially were presented in Deliverable D3.2, where several benchmarks depicting the execu-
tion time of the three main modules were briefly discussed. As in the case of PC experiments, the 
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experiments conducted on the AEP platform also relied on video streams broadcasted from a remote 
surveillance IP-based camera. 

Finally, the three VIMAR application modules were natively compiled targeting the ARMv8 of the 
AXIOM board. For the experiments on the AXIOM board, we relied on the libraries and GStreamer 
framework customized by partner SECO, which were included in version 1.3 of the AXIOM filesystem 
image. The remaining required libraries were compiled from scratch targeting the ARMv8 architecture 
of the ARM Cortex A53 cores of the AXIOM board. As in the case of the Zynq7000, the applications 
were also tested using a video surveillance IP camera. The three selected kernels were profiled and its 
corresponding speed up analyzed after having enabled/disabled the OmpSs@SMP annotations on both 
Zynq7000 and the AXIOM board. The obtained results are depicted in Figure 9 included below. 

        
 

Figure 9 - Execution time of the three SHL application kernels on the AEP and the AXIOM board. The results 
depicted above were obtained by manually enabling and disabling OmpSs@SMP directives. 

As Figure 9 shows, the speedup obtained was close to 2x when the kernels were executed on the AX-
IOM board versus the executions performed on Zynq7000 (blue and violet columns). These results are 
in line with the increased frequencies, and instruction issue mechanisms of the ARM Cortex cores in-
cluded in the UltraScale+ chip of the AXIOM board. 

Furthermore, the obtained results show an average speedup of 3.8x when the selected kernels were 
executed on the AXIOM board using OmpSs@SMP (violet and turquoise columns). This speedup is 
related to the increased core counts of the MPSoC included on the AXIOM board (i.e. four ARM Cortex 
A53), which are more advanced than those included in the SoC used on the AEP (i.e. two ARM Cortex 
A9). As it was originally reported in D3.2, the speedup achieved using OmpSs@SMP on the Zynq-
7000P platform equaled 1.8x (blue and red columns) on the Zynq7000. As such, the results obtained 
demonstrate that the OmpSs@SMP porting from the initial AEP platform to the AXIOM board was 
correctly done, and it also substantially benefited from exploiting the underlying resources of a more 
powerful MPSoC. 
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After the porting and evaluation of the kernels to the AXIOM board, the AXIOM_Bio_Identification 
application was ported to the final board. Figure 9 shows the generated trace of the execution of the 
application on the AXIOM board. In the shown case, only the OmpSs@SMP directives of the Iris 
Recognition Module have been introduced in the application. 

 

Figure 10 - Paraver trace of the AXIOM_Bio_Identification application on the AXIOM board. 

Additionally, Figure 10 shows the usefulness of exploiting task parallelism in a complex sequential 
application using OmpSs to significantly reduce the execution time. The location and size of tasks (de-
picted in dark and light red colors) are related to the input video stream that is received from a remote 
surveillance IP-based camera. The trace shows the main application phases. In the first phase the appli-
cation records and processes only the audio data, it waits the minimum voice signal to start an identifi-
cation. In the second phase the application records audio and video buffers and it schedules tasks to 
process the frames, if no eye is detected inside the frames then the frames are discarded, otherwise they 
are deeply analyzed. In this phase the iris recognition is done. In the third phase of the application the 
speaker identification is executed with the audio recorded and the result of iris and speaker identification 
is sent to the user. The application waits the end of all the tasks scheduled before restarting the detection. 

In order to efficiently exploit OmpSs@FPGA for offloading computations to the FPGA fabric, substan-
tial efforts were carried out to cross-compile the SHL application and kernels to the ARMv7 and 
ARMv8 architectures starting from the original x86_64 implementation. These cross-compilations were 
required by the Xilinx high-level C/C++ synthesis tools, which were internally invoked by the Mercu-
rium compiler to generate FPGA bitstreams. These cross-compilations were implemented by develop-
ing from scratch several scripts, and by later including the required platform-specific code in all Make-
file components. The final binary building process was extensively tested on both ARMv7 and ARMv8 
architectures. 

In contrast with the initial evaluations, the execution time of the Feature extraction module on the 
AXIOM board using OmpSs@SMP directives was considered negligible compared to the execution 
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times of the modules related to the image and video processing. This consideration focused our work 
to porting on the FPGA fabric the video processing tasks. 

The workflow of the algorithm and the size of the input and output data arrays were the main properties 
that allowed to obtain an effective porting of the Anisotropic smoothing module to the FPGA resources. 
The algorithm implemented in this module consists of a loop with m iterations in which all image pixels 
are read and written several times. In all iterations, the algorithm applies a stencil computation on each 
pixel, using the neighboring pixels. This module processes a set of regions of interest (ROIs) of the 
input video frames defined by the iris recognition algorithm. In the AXIOM_Bio_Identification imple-
mented, the maximum area of these ROIs is 260x260 pixels. This limited size enables to develop an 
OmpSs@FPGA accelerator in which all the pixels of the ROI are saved inside the FPGA BlockRAM 
resources. The OmpSs@FPGA directives were introduced in the Anisotropic smoothing module to tar-
get the OmpSs tasks to the FPGA accelerators of the AXIOM board. As such, the Mercurium compiler 
was used to generate the binary elf file targeting the ARMv8 cores, and the proper bitstream to pro-
gram the FPGAs. The module required an extensive code refactoring in order to properly synthesize 
the FPGA kernel accelerators from the C/C++ code implementation due to the restrictions imposed by 
the Xilinx HLS compiler. Low-level optimizations were also investigated by annotating the source code 
with the HLS directives parsed by Vivado HLS. 

 

Figure 11 - Execution time of the module in the AXIOM board when the algorithm was processed on the SMP core 
and on the FPGA accelerator. 

 

 Figure 12 - FPGA resources utilized by Anisotropic smoothing module on the AXIOM board. 

Figure 11 shows the execution time of the Anisotropic smoothing module on the AXIOM board when 
the algorithm processes an input ROI of 260x260 pixels, and compares both SMP and FPGA execu-
tions. On the other hand, Figure 12 summarizes the FPGA resources consumed by the Anisotropic 
smoothing module in the Zynq UltraScale+ ZU9EG MPSoC.  
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The Anisotropic smoothing module with the OmpSs@FPGA directives was embedded in the Iris recog-
nition module. The iris recognition algorithm processes all input video frames, and for each eye that is 
found on a given frame, it executes four times the Anisotropic smoothing module. 

In order to speed up the SHL application, OmpSs@SMP directives were added to the Iris recognition 
module. The tasks created with OmpSs@SMP opened the door to the parallel processing of several eyes 
recorded in the input video frames. Additionally, the OmpSs@FPGA directives used in the Anisotropic 
smoothing module enabled us to execute part of the data processing on the FPGA accelerator while 
instantiating several bitstream accelerators on the same device. More particularly, the low resource uti-
lization of the FPGA attributed to this kernel enabled us to synthesize and exploit two simultaneous 
instances. 

Both OmpSs@FPGA and SMP directives were added to the final SHL application, which was also 
profiled for estimating its power consumption. The results of these experiments are reported in Deliv-
erable D7.3. 

3.3 Porting the system to the Video door entry system 
To enable the User Experience evaluation of the AXIOM_Bio_Identification application on a real envi-
ronment, the AXIOM board was interfaced with the ELVOX Door Entry IP Pixel (VIMAR product 
41006 code) and the Multimedia Video Touch Screen 10in IP (VIMAR product 21553.2 code). Figure 
13 shows the VIMAR demo system. 

The ELVOX Door Entry IP Pixel is the new generation of video door entry device produced by VIMAR 
and it is used to record the audio and video data that is processed within the AXIOM_Bio_Identification 
application, which targets the AXIOM board. The software of the ELVOX Door Entry IP Pixel device 
was conveniently modified to send multimedia streams, and also to receive control commands from the 
AXIOM_Bio_Identification application. In order to reach a good degree of operation of the iris recog-
nition algorithms, both the lens and the LED used to illuminate the face of the person in front of the 
camera were appropriately modified. The algorithms and input parameters were also fine-tuned in order 
to adapt the iris recognition algorithm to the application. As such, the system was initially adjusted to 
process a video stream coming from a Full-HD video surveillance camera, and later downsampled to 
720x578 pixels, which was the input resolution of the video door entry system. To reduce the distortion 
introduced by the lens and increase the iris recognition algorithm reliability, an operation of rectification 
of the images coming from the video device was added in the AXIOM_Bio_Identification application. 

Finally, a minimal user interface was also developed to simplify the interaction with the AX-
IOM_Bio_Identification application. The interface has the goal to show the state of the process and the 
results of the identification and give to the user the possibility to start the iris and voice training opera-
tion. The interaction of the user with the application is performed using a touch screen, which enables 
the redirection of the input and the output of the users. Figure 14 shows three screenshots of the minimal 
user interface. 
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Figure 13 - VIMAR demo system. Of the SHL application 

 

Figure 14 - Screenshots of the minimal user interface of the AXIOM_Bio_Identification application. The screenshots 
show the main menu of the application, the “add user” menu, the” running menu” configuration, and the “running 

window”. 
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4 User Interface Design and Testing 
This section reports on the testing of the envisioned App/Services based on the AXIOM CPS [17]. The 
testing was carried out using the Scenario-Based approach, using the same scenarios produced in D3.2 
plus the new scenarios produced with the help of the end users. The conducted test adopted the 5-80% 
approach (5 users are typically sufficient for detecting 80% of problems) [18]. The goals of the testing 
procedure were mainly oriented to the assessment of the role the new services would play in the life of 
the end-users. For this reason, we implemented the services in the form of interactive prototypes that 
can allow the exploration of possible implications of the new services as described in the proposed 
Scenarios. The mis-en-scène of the scenarios performed by the end-user by means of a Cognitive 
Walkthrough also allow defining user performance metrics based on interactions breakdowns, estab-
lishing a baseline of user performance, and identifying potential design concerns to be addressed in 
order to improve the efficiency and end-user experience [19] [20]. 

More into detail, the test objectives are: 

● To determine experience acceptance and usability problems in the user interface and content 
areas expressed as breakdowns in the interaction. Potential sources of breakdowns may include: 

○ Navigation breakdowns – e.g. failure to locate functions, excessive keystrokes to com-
plete a function, failure to follow recommended screen flow. 

○ Presentation breakdowns – e.g. failure to locate and properly act upon desired infor-
mation in screens, selection errors due to labeling ambiguities. 

○ Control usage breakdowns – e.g. improper toolbar or entry field usage. 
● Establish baseline user performance and user-satisfaction levels of the user interface for future 

development. 
 

At the end of each sessions, the participants received a session of debriefing where they were free to 
express their concern and/or interest for the services/application they explored through the mis-en-scène 
of the scenarios. 

4.1 Smart Video Surveillance Scenarios 
Many physical store retailers are now installing surveillance cameras throughout their stores. These 
cameras are used to track customer traffic during shopping trips, and also to record in detail what any 
given customer was doing, where the customer goes in the store, how long the customer stays in a 
particular place, where the customer goes next, and so on. But beyond simply recording customer move-
ment and activity, the cameras themselves are part of an environment that is equipped with enough 
computing power and storage to analyze all of those data and then, produce insights about the customers 
drawn from all of those data, along with specific recommendations designed to promote the customer 
shopping experience and ideally, increase profitability. The potentialities of the AXIOM CPS fit well 
with this edge computing scenario. 

One use case would be sending customer specific and also shopping trip specific recommendations to 
a store salesperson, who would then wander over to the customer. Basically, the salesperson would 
intercept that customer and, armed with the knowledge of what that customer has been doing on the 
particular shopping trip, enable a much more tailored sales conversation. Or if the customer's identifia-
ble to the analytical environment that's located at the edge, let's say through some sort of frequent cus-
tomer card that was swiped on the way into the store, or perhaps through the GPS of the customer's 
phone or maybe through facial recognition, the system could then send a very tailored text message to 
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the customer, something along the lines of, "If you're looking for more workout gear, you might try our 
new arrivals section at the front of the store". Tailored one-to-one sales-oriented insights such as these 
are not new. 

With edge analytics, all of these capabilities are recurring somewhere at the edge, on the fringes of the 
enterprise rather than within a centralized environment. 

4.1.1 First Scenario 
AXIOM boards are installed in a smart mall to capture video and images regarding the behaviors of 
visitors inside the building. The AXIOM cameras use a face recognition system to monitor and identify 
people inside the building. A desktop application allows the retailer to control and monitor all the data 
captured by the board. The main interface of the application shows the video real time streaming of all 
the people passing by the smart mall entrance and walking inside all the different areas and corners of 
the shops. In this way retailers have control on the AXIOM board activities and can understand the 
distribution of the crowd, the interests and the behavior of visitors. The camera identifies the customers 
and sends messages about their identities: age, the ethnicity and the gender of the people in the video. 
The user can monitor in real time all the shopping corners of the smart mall, and then have an instant 
insight on the customers that are inside the building and understand which action or which shopping 
activity they are doing. The retailer can understand which area is more crowded or captures the interest 
of visitors. According to the data visualized and captured by the streaming video, the retailer can modify 
specific shopping corner or decide security actions. 

 

Figure 15 - The screenshot of the main screen of the user interface for the AXIOM SVS application. The image shows 
in the middle of the screen the window of streaming video, the main menu navigation on the top and the two sidebars 

with widgets for the face recognition history and archive. 

4.1.2 Second Scenario 
The retailer can select one or more subjects identified by the smart AXIOM system and save them in 
the History area on the right. This allows to compare shopping behavior when a client is alone or is 
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doing shopping with friends or relatives; if the shopping is for her/himself or for others, what kind of 
interactions occurs among them. A simple drag and drop enable the process of grouping these contacts 
inside the archive shared by all the administrators and users of the system (see Figure 15). The archive 
is useful to recall info about specific subjects for security purpose or to trace the customer behavior. 

4.1.3 Third Scenario 
In the third scenario, the AXIOM application enables retailers to monitor the client behaviors inside the 
smart mall, and make data analysis to decide the storage in order to perform marketing actions. 

The retailer can match info about biometrics analysis with client behaviors. Client behavior is classified 
according three archetypes: The ant: “ant” clients are those who follow the path proposed by the shop-
ping mall, taking time to observe most of the exposed objects. They stop frequently and the overall visit 
is long in time. Ant visitors usually move close to shelves and avoid empty spaces. The butterfly: the 
“butterfly” performs a sort of “pendulum” visit. They frequently change the direction of visit, moving 
from the shelves to shelves without following the proposed path. The visit is mostly guided by the 
“affordance” of the elements in the physical space. The grasshopper: the “grasshoppers” see only items 
they are interested in, without following the proposed path. The visit is mostly guided by personal in-
terests and pre-existing goals about the elements of the mall. The grasshopper crosses empty spaces, 
stops rarely, and the times spent to observe single selected items can vary according to the fitness of the 
item to the goal [21]. 

The filter tab of the interface efforts the user to filter all the data achieved and selects specific target 
(e.g. “Women under 25 Black”). Inside the Analytics tab the retailer can study the classification of a 
specific consumer behaviour. In this tab, it would be possible to match the data from the AXIOM cam-
era with the shopping card of the customers in order to obtain a wide dataset of info. 

4.2 Smart Home Living Scenarios 
The more we order food, clothing, and household items online, the more we need security around our 
front doors. 

A smart doorbell might sound silly–you still have to get up to open the door even if the doorbell tells 
you who’s there. Besides, knowing your friend has arrived is what texting is for. Yet as reported by 
Google smart doorbell “...is the product that customers have been asking us for. It’s our No. 1 most 
requested product.” 

And it is easy imagine why. Existing security cameras often give an eagle’s eye view of a home but 
overlook the last foot or so of your entryway. With the VIMAR envisioned doorbell, we have a security 
camera and home assistant in one. Say DHL rings the doorbell to drop off a package, and you aren’t 
home. You get a notification on your phone and can instruct him, either personally through doorbell 
microphone or through a pre-canned message, where to leave the package. Or consider a cleaning lady 
coming to your door, you can give access to specific time and person! The smart doorbell is going to 
be a key component of the smart home [22]. 

4.2.1 First Scenario 
People interviewed expressed the need to open and close their home door without using a physical key. 
For example, users would like to be free to go out for running and take with them only a smartphone or 
even with nothing at all. 
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According to that evidence, in the first scenario we designed the AXIOM App to enable users to exit 
and enter their home using a digital key which can be activated or disabled through their mobile phone. 
The AXIOM App shows the state of the door directly in the Home screen interface. An icon indicates 
if the door is locked or unlocked, and the user can decide accordingly to that if he want to open or close 
and interact with it choosing to Lock or Unlock the door (see Figure 16).  

In this scenario, the user can choose to open the door without the mobile application, just using the Iris 
and/or Voice Recognition System installed in the AXIOM Smart Video Door. 

 

Figure 16 - The screenshots are about the mobile application. They show the set up and the interaction with the smart 
video door entry system. The two images show the action of unlocking the door with the smartphone app. 

 

Figure 17 - The screenshot shows the UI for training voice recognition system from mobile application. 
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The system can be trained through the AXIOM App (see Figure 17) or by the device itself in order to 
recognize the voice and/or the iris of the home owner in order to let him enter the door using the Smart 
Video Entry System. 

4.2.2 Second Scenario 
In the Second Scenario users use the AXIOM App to select a list of contacts that can use the Access 
Key to enter the house without any further permission or physical key. The home owner can use the 
AXIOM App for Owners to enable one specific contact to access the building during a predefined period 
of time: from day X to day Y, from hour X to hour Y. The guest (e.g., the baby sitter, a family member) 
can use the companion AXIOM App for guests (see Figure 18) to train the AXIOM Smart Door System 
in order to be recognized by the Iris and/or Voice recognition system.  

 

Figure 18 - The screenshots on the left show the UI for setting the access key for different users using mobile applica-
tion. The screenshot on the right shows the alert sent by notification system to notify the owner that someone entered 

the house. 

4.2.3 Third Scenario 
The third Scenario widens the Smart Bell features to people who use services such as Airbnb or similar 
other platforms that enable people to rent a house/rooms or host guests for a defined period of time (see 
Figure 19). The user logged in the AXIOM App can monitor the destination of the incoming guests, 
and send the Access Key to a list of people with access granted to the building. The home owner can 
send a Digital Access Key to the next guest and grant him/her to enter the house during the stay. The 
guest can use the Access Key permission to enter the house at the day of arrival without contacting the 
owner or spending time to wait for the physical key.  
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Figure 19 - The two screenshots are about the Airbnb scenario: an example of the UI for the guest-user who is going 
to rent a house (left), and the mockup of the interface for home owner who is going to guest someone in his loft 

(right). 

4.3 Experience Testing 
As it has been reported in the previous sections, the user experience testing was devoted mainly to the 
possible role the services would play in the life of the final users. The look & feel of the prototypes was 
mainly used to give the possibility to explore the implications of the envisioned scenarios and refine 
the possible interactions. The UX testing was conducted mainly inside the University of Siena involving 
five users [23] for each application. For both scenarios, SVS and SHL, people has been selected in order 
to engage five users sorted as follow: 1 stakeholder (Outlet VdC and Immobiliare.it), and 4 end-users 
with differences in gender, age and backgrounds. 

At the beginning of each session, a facilitator introduced the AXIOM Project and briefed the partici-
pants asking them to evaluate the service and the related application. Then the participants were invited 
to complete a series of tasks and describe all their actions and thoughts talking aloud. During the tests 
all the participants described aloud their actions, misunderstanding, needs and general problem in reach-
ing their final goal. 

The final goal for each single task were the same for all the participants. During all the performance the 
facilitator observed participants and annotated information about their behaviors, interactions with the 
system and all the remarks expressed during the execution of the different tasks (e.g. overcoming the 
breakdown, commenting the interactions). As an output, we obtained a report of all the possible im-
provements and actual constraints related to the UI of the applications. The list of critical aspects was 
related to: navigation breakdowns, presentation breakdowns and control usage problems. 
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The final result is a completion rate in both applications testing of about 90% for each task: only in a 
few cases the participants were not able to overcome a given breakdown. All the scenarios evaluated 
were interesting and worthwhile to be implemented.  

For the HERTA testing we asked the users to perform task related to the three main scenarios of the 
smart mall. We tested the task related to the main tab bar: LIVE streaming. For this particular tab, we 
noticed that the UI enabled users to easily monitor the path of customers inside the shops area and 
understand the navigation path through the tab bar menu and different windows. Some difficulties were 
related to the filter option.  

In the first mockups made with Balsamiq [24] tool (see Figure 20), we designed the filters as a spinner 
to provide a quick way to select one value for each category of user properties.  

 

Figure 20 - Wireframe of the Home of the SVS application. On the paper was sketched the first idea to add a spinner 
to filter features of the users detected. 

During the tests users were confused by all the elements in the screen view (see Figure 21) and often 
unable to predict how their filter selection will affect the resulting output. 

As it shown in the images below, we redesigned the Filter selector options as a drop-down overlay menu 
(see Figure 22). In this way, all the contents which are not useful to complete the task of selecting a 
specific target of customer are covered and not completely visible to the user. 
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Figure 21 - Mockup of the main view of the SVS application designed with the Qt Quick tool. The spinner on the top-
center of the screen is developed and tested by real users revealing problems of task execution. 

 

 

Figure 22 - The image on the left shows a user testing the new drop-down overlay for filtering targeted users using 
the SVS application for desktop. The image on the right is a screenshot of the UI tested. 

 

This last version of the UI helped us on preventing errors, and guided users on selecting actions that 
will accomplish their current task. Additionally, we annotated more reviews about the UI (see annota-
tions in Figure 23 and Figure 24). 
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Figure 23 - The image shows the paper sketch and annotation of the troubles revealed during the testing and ideas for 
solving those problems. 

 

 Figure 24 - The two images show the screenshots of the UI for the Home of SVS application and the sketched notes 
and reviews annotated after the testing session. 

 

We tested also the Statistic Tab Bar (see Figure 25) asking users to analyze data about customers and 
explore information collected to extract unexpected or relevant patterns of shopping behaviors. We 
confirmed our expectations: users needed first an overview of all the data collected. Also, users filtered, 
and zoomed in the details to focus on specific information on demand. Therefore, we needed to avoid 
an information overload effect. In order to overcome this issue, we tested a series of possible solutions, 
which offered to end users the possibility to zoom in on items of interest or filter out uninteresting 
information. From the collected results, we concluded that users would enjoy understanding the rela-
tionship among different customer information. 
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 Figure 25 - The image shows the wireframe of the Statistic tab bar of the SVS application and the annotation for re-
viewing the interface and improve the usability in the second mockup. 

The main breakdowns about the SVS application were the following: 

● Navigation breakdowns - the first version of the main menu bring users to errors. The tab bar 
was redesigned as a menu with four icons corresponding to the four main windows of the ap-
plication. 
 

● Presentation breakdowns – in the statistic view was revealed some labeling ambiguities about 
the icons used to identify age range. Users were unable to select the correct items and filter age 
range of customers archived. 

● Control Usage Problems - The classification of the client behavior according to three patterns 
was problematic since a given user can start Grasshopper a then become Butterfly. 

Main concerns/interest: 

● Concerns: It was not clear how to exploit all the potentialities of the service. The interface, even 
if it has been greatly simplified, is not yet intuitive for people with no-background in retail 
services. 
 

● Interest: The potentialities seems amazing. The transformation of some user behavior from 
Grasshopper to Butterfly is a clear sign of success. The browsing of data according to the cal-
endar and partnership is very intriguing. 
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For the SHL application, the main issue is related to the setting of the temporary access. The screen for 
setting the entries offers a huge range of options - such as the calendar, time slot, and multiple period 
selection - and in some case has been perceived as confusing. We tested different layouts (see Figure 
26) with users to refine an UI which minimize the complexity to accomplish the task of programming 
access key without assistance of the facilitator. In the final version we opted for a UI solution which 
can be perceived as familiar as possible by user: elements and actions can be recognized because it 
recall patterns based on the previous experience of the users with the most downloaded/installed appli-
cations of Calendar and Agenda planning. 

 

 Figure 26 - The images are about the three different mockups designed for SH application. On the left the first idea, 
in the middle the UI reviewed after the first testing, and on the right the last version developed after UX analysis. 

The stakeholder Immobiliare.it tested the mockup related to the Airbnb scenario and renting experience. 
The main feedback is positive and we collected some requests about follow ups and new features to 
develop. 

For example, the user would like to simplify the login/register process in order to automatically sync 
the user data with their customer database to put together all the personal information of Airbnb service 
(see Figure 27) with the previews history of the user as an Immobiliare.it customer. 

About the AXIOM VIMAR doorbell we tested the training process with the application and with the 
video door device. In the training process done with the application (see Figure 28) users were able to 
understand the overall workflow, follow step by step instructions and capture a training set of data.  In 
this UI is still impossible during the training process to evaluate if the input will be sufficiently refined 
and clean to run the system with minimal error output. For e.g. in the voice training, the user can see 
the volume of the audio captured but he can’t see if he is speaking too fast or if quality of speech is low. 
The user has to make a qualitative auto-evaluation of the audio training because the application can 
offer only a quantitative evaluation requiring a minimum number of files to capture and save but can’t 
understand if the audio is qualitatively correct. 
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 Figure 27 - A screenshot about the login/register procedure on application. 

 

 

 Figure 28 - Two screenshots of SH application: on the left a step of the Iris Recognition training system, on the right 
a step of the Voice Recognition Training. 
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 Figure 29 - A photo about the testing of the video door entry system: the user is training the iris recognition system. 

About the training process with the video door device, the users were able to reach the final goal of 
train their iris/voice recognition system but needed to be assisted by a facilitator to finalize correctly 
the steps. 

In fact to train the video doorbell to recognize a subject iris, the device’s camera must capture ten shots 
of the same person’s iris, five for each eye (see Figure 29). 

.  

 Figure 30 - A photo about a user looking at led feedback on the device during the training procedure. 
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The video door has 3 LEDs. Each LED can be in red or green status (see Figure 30). The red color 
indicates a failure in the system execution, the green indicates a correct result of the task completed. 

The LEDs are used as a feedback for the user during the training phase to understand if the subject 
stands up in the right position and the camera can recognize the two eyes and capture correctly the iris 
photos. While LEDs are useful to indicate if the position is right or wrong, they are limited in suggesting 
how to correct it. For example, the user is not able to understand if he needs to get closer to the camera 
or perhaps he must take a step right or left to be selected by the camera. The LEDs are situated near the 
camera, some inches above the touch screen displaying the subject photo. All the participants expressed 
the desire to see their image in the same space range to easily correct the position without looking away. 
The trouble of users to assess the state of the system known as golf of evaluation [25] leaves users 
without feedbacks from their actions and unable to understand if they are doing the right actions to 
achieve the goal (see Figure 31). The same problem described for the application is present while train-
ing with the physical device: the process is blocked only in case of the uploaded data is under the 
minimum number required to end the procedure, and the qualitative validation of the input data is auto-
evaluated by users. 

 

 

 Figure 31 - A photo during the testing shows the user looking at the camera and the bias of understanding feedback. 
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For the SHL application the main breakdowns revealed are:  

● Navigation breakdowns – difficulties revealed in activation period workflow to set Access Key 
privileges and timetable for guests; 

● Presentation breakdowns – some users were confused by the Key Icon to understand when it 
was enabled/disabled, if it needs to be set or if it was just activated; 

● Control usage breakdowns – troubles during the training of the video door entry system and 
understanding the feedback to control the quality of the data sample (as explained above). 

 
Main concerns/interest: 

● Concerns: It was not clear where and what to expect as feedback in some of the interactions. 
More interactions with other app/services available in the smartphone were expected (e.g. mes-
saging, photos); 

● Interests: The new services were very much appreciated and inspired extensions toward the 
office and the Condominium. There were proposals also in respect to hotels and holiday vil-
lages. An interesting proposal came from one of the stakeholder in the direction to use a block-
chain framework to increase the service security. 

 

4.3.1 Concluding remarks 
The testing with the final users, who were completely unaware about the AXIOM project, showed that 
the possible new services enabled by the AXIOM CPS were very much appreciated and the exploration 
through the mis-en-scène of the scenarios allowed to capture the interest and involvement of the partic-
ipants. At the same time, the results allowed to point out both further potentialities and margin of im-
provement in the current implementation of the services in the prototypes. 

Other related publications of this project can be found in the references [26]-[51]. 
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5 Confirmation of DoA objectives 
 

PLANNED DELIVERED 
DELIVERABLE: SCENARIOS PORTING 

● Porting of the SVS application to 
the OmpSs Programming Model 

Implementation steps and results are shown in Section 2. 
 
SVS software application successfully ported to the AX-
IOM board, and exploiting all components of the hetero-
geneous UltraScale+ MPSoC (FPGA, GPU and CPUs). 
 

● Porting of the SHL application to 
the OmpSs Programming Model 

Implementation steps and results are shown in Section 3. 
 
SHL software application successfully ported to the AX-
IOM board, and exploiting all components of the hetero-
geneous UltraScale+ MPSoC (FPGA and CPUs). 
 
Initial experiments conducted on OmpSs@Cluster on 
two AXIOM boards. 
 

DELIVERABLE: USER EXPERIENCE TESTING 
● Testing the AXIOM CPS mainly 

focusing on User Experience 
User Experience validation is discussed in Section 4. 
 
Multiple UI interfaces were developed for both SVS and 
SHL use cases. 
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6 Conclusions 
In this deliverable, we have described the steps followed for porting both SVS and SHL use case appli-
cations to the AXIOM platform. The orchestration of the different software components exploiting the 
main features of the UltraScale+ MPSoC (PS and PL clusters) was achieved by means of the OmpSs 
programming model. 

Critical parts of the source code exploited OmpSs@FPGA annotations and runtime libraries for of-
floading compute-intensive kernels to the FPGA reconfigurable logic. As it was originally planned, 
such modifications required minimal source code modifications. Minor HLS pragmas were added for 
providing hints to the Vivado HLS compiler and thus further increase the performance of the generated 
bitstream. On the other hand, XDMA API calls were also added for registering the variables and argu-
ments used by the kernels that were offloaded to the FPGA. Additionally, such runtime libraries also 
greatly contributed to handle CPU/FPGA memory transfers in a transparent manner. More particularly, 
it completely avoided HERTA and VIMAR having to develop a Linux DMA driver for mapping in-
put/output data to the FPGA accelerator through the AXI bus. 

In order successfully complete WP3, additional unscheduled work had to be carried for enabling the 
graphical output, which was required to display the video footage and the UI (SVS use case), and to 
show on screen the iris overlay in real-time (SHL use case). 

The parallelization approach followed by OmpSs, quickly enabled HERTA and VIMAR to port and 
offload real applications featuring highly compute-intensive sequential kernels to a data-parallel FPGA-
based architecture. This porting process was completed on time, and most importantly without having 
prior knowledge on both the underlying architecture of the FPGA nor HDL design. Similarly, the learn-
ing curve of the OmpSs parallel programming model specification was very steep and, as such, it did 
not require extensive study. 

Moreover, the selected use cases simultaneously exploited the different PS and PL resources of the 
heterogeneous UltraScale+ MPSoC, and implemented real-world solutions that could potentially ad-
dress multiple markets such as smart home, surveillance, access control and retail among the most im-
portant ones. In order to demonstrate the feasibility of the AXIOM platform for targeting those market 
segments, several user interfaces were designed and later studied for further refinement. Also, the user 
experience of both applications was tested for assessing the appeal of such services and fine-tuning the 
human-machine interaction. 
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