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GLOSSARY

ACP — Accelerated Coherency Port: an ARM AXI bus(fme-way) coherent operations
AEP — AXIOM Evaluation Platform

AXI — a proprietary protocol for buses introducgd&RM Ltd

AXIOM-acc — an FPGA accelerated system that perfoairgiven function

AXIOM-arch — the architecture of an AXIOM (module) doard

AXIOM-core — the cores where the computations ruan AXIOM board

AXIOM-fpga — the programmable logic part in an AX¥board

AXIOM:-link — the interconnects that permits boaodioard communication in AXIOM
Bitstream — the binary code used for configuring P

BRAM — Block-RAM: a fast RAM that is available ihdé FPGA slices (in smaller blocks)

BSD -- BroadSword Document — In this context, a filat contains the SimNow machine description
for a given Virtual Machine

CUDA - NVIDIA programming model for GPUs

Conduit — A software stub that connects GASNet givan network protocol or programming model
Device — in this context: it is the physical systirat runs a ‘device-tagged’ part of the code
DoA — Description of Action (acronym set by the &uean Commission)

DTS -- Distributed Thread Scheduler

DMA — Direct Memory Access: a separate masterc¢hattake over local memory transfers
DSE - Design Space Exploration

DSM - Distributed Shared Memory

eMMC — Embedded Multi Media Card

FPGA — Field Programmable Gate Array

FPGA-device — a specific accelerator that is imgetad on the FPGA

GASNet — Global Address Space over Network: israyuage-independent, low-level networking
layer that provides network independent commuroogbirimitives

Infiniband — a high-performance (costly) NI

IP — Intellectual Property system (either hardwarsoftware)

Mercurium — the OmpSs compiler

Nanos++ -- the OmpSs runtime

MGT — Multi-Gigabit Transceiver

MPI — Message Passing Interface: library for wgtportable message-passing programs
PL — Programmable Logic: the purely FPGA part 8o&C like ZYNQ

PS — Processing System: the hardwired IPs of a FRy®Ad SoC like ZYNQ

MPSoC — Multi-Processor SoC

NI — Network Interface

OpenCL - Khronos group programming model for hefjen@ous architectures

OmpSs — Extension of OpenMP programming model pps task dataflow programming
OmpSs@FPGA — FPGA extension of OmpSs

OmpSs@Cluster — Cluster extension of OmpSs

PCle — PCI Express — standard for peripheralsdaterection

PHY — the physical implementation of the networleiface

QSPI — Quad Serial Peripheral Interface

RDMA — Remote DMA: a DMA that can work from one cpuater to another computer
ROI — Region of Interest

SoC — System on Chip

USB OTG — Universal Serial Bus On The Go

XSMLL - (pronounced “X-SMALL") eXtended Shared-Memd.ow-Level API

X-Thread — a self-contained thread that can beiloiged across boards through XSMLL
ZYNQ -- A System-on-Chip commercialized by XILINMhich includes FPGA and CPUs
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Executive summary
The main goals of the AXIOM-WP?7 are:

. Definition of the AXIOM evaluation platform (AER)@opriate for Cyber-Physical Systems

. Definition and development of appropriate Desipace Exploration (DSE) tools and meth-
odologies;

. Integrate in the evaluation platform the mainuks from all the all work packages

During the first year of the AXIOM project, we déwped the initial AEP and the DSE tools, while
enabling all the partners to perform their experitegn a scientifically rigorous and repeatable way
by using those common tools.

The AEP encompasses several tools, namely:

* The HP-Labs COTSon simulator, which is a powerftibial platform that permits to run off-
the-shelf operating systems like Linux and totdicouples the functional modeling and the
timing (architectural) modeling; we are in part&ulnterested to develop the timing models
for novel AXIOM components and decide the apprdprigartitioning of functionalities be-
tween software and hardware; the XSMLL API speatfiim and deployment shows here
such capabilities;

* The DSE tools, that are the necessary glue to gyopgnage the experiments, parallelize
them, collect and visualize the results;

» The prototyping and development boards from FPGAdee; our choice is to use boards Xil-
inx in this project although our platform is inpeiple portable to other vendor boards.

This document briefly illustrates the context of thEP tools, describes the capabilities of suckstoo
and shows some initial results that we were ablgréduce while advancing beyond the state-of-the
art. In particular, we show how it is possible tstabute the work in the form of special threalatt
we call X-Threads across several cores and selveaatis.

An X-thread follows a novel memory consistency nidolesed on dataflow concepts and permits
scalability of our platform from 1 to 4 nodes (416 cores) in our initial experiments, while permit
ting a consistent distribution of data across savboards through a low-level API that we call
XSMLL (pronounced “X-SMALL", which stands for eXteded Shared Memory Low-Level API). In
this way we overcome some important limitationgradlitional Distributed Shared Memory models.

Therefore the objectives of the first year havenbmet or exceeded (e.g. with the XSMLL API speci-
fication and its implementation in the AEP toolslavith the visualization tools).

Deliverable numberD7.1
Deliverable namenitial AXIOM Evaluation Platform (AEP) definition and initial tests
File name: AXIOM-D71-v1.docx Page 6 of 38



Project:AXIOM - Agile, eXtensible, fast I/O Module for the cyber-plysical era
Grant Agreement Numbe645496
Call: ICT-01-2014: Smart Cyber-Physical Systems

1 Introduction

The main goal of the AXIOM project is to build deeence board for Smart Cyber-Physical Systems.
To that end, in this Workpackage we intended teciednd use the best suitable methodology and
tools in order to assess the performance and év 8te design by exploring the most promising op-
tions (Design Space Exploration or DSE).

We illustrate the AXIOM Evaluation Platform and articular the tools: COTSon, MYINSTALL,
MYDSE, ESTRAI, RISGRAPH. The COTSon and MYDSE ayddr the most complex ones. We do
not describe here the Xilinx XC-706 platform (oafarence platform) for which we have a large
amount of documentation form the vendor [42].

1.1 Document structure
This document is organized as follows

* In Section 2 we briefly recall the AXIOM platformgh-level architecture;

* In Section 3 we explain the motivations behindAdOM Evaluation Platform;

* In Section 4 we recall the state of the art anda®d Son simulator capabilities useful for this
project;

« In Section 5 we illustrate through a driving exaenpbw we can implement in the simulator
timing model based on the envisioned low-level supfor thread distribution across boards

* In Section 6 we illustrate the DSE tools;

* In Section 7 we show some initial and successfpkgarment to distribute a single computa-
tion (matrix multiplication) across several boatistotal e boards with 4 cores each).

1.2 Relation to other deliverables

Deliverable D3.1 refers to the selection of initk@rnels and benchmarks to be used for the initial
analysis (this is also detailed in this deliverable

Deliverable D4.1 refers to the programming modemn@@3s) and other activities to build a coherent
software and hardware stack in coordination withAMRP5, WP6 (and this Workpackage).

Deliverable D6.1 describes the initial architectioethe first AXIOM board prototype (specified at
month 9).

1.3 Tasks involved in this deliverable
This deliverable is the result of the work develbpetasks:

e Task 7.1 (month 1 - 3): Evaluation-Platform Setépl{ PARTNERS)
e Task 7.2 (month 4 - 30): Continuous developmergesformance evaluation tools and DSE
(Partners: UNISI, BSC, EVI, FORTH, SECO)
* Task 7.3 (month 4 - 30): Evaluation from kernel$émchmarks and final application code
T5.3: Parallel programming library (UNISI, BSC, E\HORTH)
There is also a close collaboration with the follagvtask (only reported here for reference):

e Task 5.1 Operating System (month 1-18)
e Task 5.2 (month 1 -18): Remote memory access
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2 The AXIOM platform

We briefly recall here how the AXIOM platform ischitected. The architecture is based on the fol-
lowing pillars (see also Figure 1 and Deliverabk I):

P1 FPGA, i.e. large Programmable Logic for accélmmaof functions, soft-IPs, implementing
specific AXIOM support for interconnects and scglin

P2 General Purpose Cores, to support the OS andifioing parts that make little sense on the
other accelerators,

P3 High-Speed, Inexpensive Interconnects to pesodtability and deverticalise the technology,
e.g., for toolchains,

P4 Open-Source Software Stack,

P5 Lower-Speed Interface for the Cyber-Physicalldyauch as Arduino [22] connectors, USB,
Ethernet, WiFi.

SoC1 SoC2 SoC3 SoC4

HIGH SPEED HIGH SPEED HIGH SPEED HIGH SPEED
TRANCEIVERS TRANCEIVERS TRANCEIVERS TRANCEIVERS

Figure 1: AXIOM Scalable Architecture. An instanceconsisting of four boards, each one based on thensa System-
on-Chip (SoC). GPU is an optional component (MC=Mewry Controller. PL=Programmable Logic. XSM=eXtended
Shared Memory).

Below we illustrate those pillars more in more deta

[P1] In the first phase we will adopt one of thésirg solutions such as the Xilinx Zyng [21], (Zyn

is a chip-family, the chip can include a dual ARMr@&x-A9@1GHz, 4@6.25Gbps to 16@12.5Gbps
transceivers, low-power programmable logic from &8K44k logic cells + 240 to 3020 KB BRAM +
80 to 2020 18x25 DSP slices, PCIl express, DDR3 mgguantroller, 2 USB, 2 GbE, 2 CAN, 2SDIO,

2 UART, 2 SPI, 2 12C, 4x32b GPIO, security featuy2#ADC@12bit 1Msps). The central hearth of
the board is the FPGA SoC, so that it can makeilples® integrate all the features, to provide cus-
tomized and reconfigurable acceleration of the ifijpescenario where the board is deployed and to
provide the substrate for board-to-board commuitinatn our roadmap, we are also considering oth-
er options that may be available soon such as ilivexXJltrascale+ [23] [43].
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[P2] The general purpose cores are used for supgatnumber of activities such as the Operating
System (or a system task) but also whenever tisesiesequential task which needs for more Instruc-
tion Level Parallelism rather than other forms céederation.

[P3] To keep the cost low we are initially orienteduse the FPGA transceivers and use standard and
inexpensive (multiple) connectors such as the SABAnectors (without necessarily use the SATA
protocol). Similar solutions had been adopted @mFORMIC board [24].

[P4] The recent success of SBCs such as the UDGDafd RaspberryPi further demonstrated the
need for using open-source software. Linux hasadirdoecome a reference example of how open-
source software can widen the benefits at any I&Vaile there is not yet a final consensus on which
parallel programming model is best, we believe #uipting OmpSs [2] can easy the programmabil-
ity by providing techniques familiar to the HPC grammer into the Embedded Computing commu-
nity.

[P5] In order to interface with the physical wotle platform includes support for Arduino connect-
ors for General Purpose I/0O and other standardfaates such as the USB, Ethernet and WiFi. Not
less important is the capability of interfacing lwitensors and actuators or any other type of eatern
shields as in the Arduino platform.

Moreover, X-Threads (see Section 5) make possibleihg together in a single platform all those el-
ements and tackling cross-issues such as a bettetime scheduling: as the inputs should be availa
ble before execution of the X-Threads, the systamlz more predictable too.
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3 The AXIOM Evaluation Platform (AEP) Setup

During the first three months (Task T7.1) of thi®jpct, we had a main task of deciding the best
choice at that moment in time for a promising andievable platform for the AXIOM system and
consequently to setup an appropriate DSE methogolgsentially the AEP is made of the combina-
tion of two important tools: the HP-Labs COTSon wator and the Xilinx Zynq based platforms as
explained below.

In the proposal phase we tentatively indicatedXtieax XC702 development board, which is based
on the Zynq-7000 platform. After considering thesgible options at that moment, including interest-
ing products from, e.g. Altera Arria-V SoC, we neéd the Xilinx for the following main reasons:

e More mature product

« Existing collaborations, e.g., between BSC andnXili

* More promising roadmap including 64-bit producielthe Ultrascale+ (not yet available at
the time of deciding the FPGA prototyping platfobut later on in October 2015 first sam-
pled successfully and under initial distributiontla¢ time of writing January 2016). The Ul-
trascale+ has been inserted in the AXIOM roadmap\B6 (cf. D6.1).

The commonly agreed choice was then the Xilinx-X€@@velopment board. Each of the partners

then acquired one or two of those boards (twoHosé¢ partners directly involved in the experimenta-

tion of the multi-board framework and one boardhia case of those partners mostly interested in the
application setup).

The second fundamental choice was about the simmlptatform. Given the research nature of the
goals of this project we also needed a more flexghtform for the Design Space Exploration (DSE)
in order to better understand e.g. whether sontéehetks are due to, e.g., the congestion on abus
to insufficient cache size and this is less flexibl impossible to be seen on the FPGA prototyping
platform.

Partner UNISI had a considerable experience (5-syéeveloped during the TERAFLUX project [15]
[16] and ERA project [44] [46] [47]) on the HP-Lal®DTSon [9][10], therefore partner UNISI im-
mediately provided access to all partners to suathiopm indicating a road for fast prototyping afro
platform: in fact (as explored in the Task T5.2,cd May 2015 we enabled the possibility to run a
computations on multiple nodes by specifying a lewel API (called XSMLL [7]) that enables the
distribution of threads (called X-Threads) acrossanly the (AXIOM-)cores on the same board but
also across the AXIOM-cores on multiple AXIOM-boai®]. Also: COTSon include an interface to
the HP McPAT tool [20] for estimating the consunpexiver.

Therefore the second fundamental choice was tolretly on the FPGA and the COTSon simulator.
The proposed methodology requires first exploring anodeling parts on the simulator and then,
once the DSE is completed, implementing them orFBP@A based prototypes. This has also the con-
siderable advantage of allowing immediately to dtgyehe software stack early (WP3-WP4-WP5)
and therefore face more early in the project thssijde challenges.

It has to be noted that at the current time COT&ties for its functional execution on the AMD
SimNow virtualizer: this has the advantage of pdowg a realistic platform that is the same internal
tool used by AMD for developing their processorsl atatform. A special interface is available in
COTSon to communicate the internal state of theNsiwi so that the two tools can seamlessly coop-
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erate. One objection, which is typically raisediit sight, is that the current SimNow relies B6x
architecture rather than the ARM architecture. Heavet has to be noted that:

)

i)

previous studies discovered that the performandepamver studies of ARM and x86 do not
depend on the specific ISA that is used [17] bthamathey depend on the type and quantity of
resources that are included in each platform (pes-widths, cache size, cache organization,
instruction window size and similar): “We find th&RM and x86 processors are simply engi-
neering design points optimized for different lsvef performance, and there is nothing fun-
damentally more energy efficient in one ISA classhe other. The ISA being RISC or CISC
seems irrelevant”. Therefore we postponed the lddtainalysis of the specific feature details
provided by each platform to a later step sincentlost relevant DSE parameters and choices
are conditioned by other aspects which are porthiptrighout the ISAs such as the availability
of certain software components or library such ASSet [1], MPI [4], OmpSs [2][3];

AMD is developing chips (e.g., the K12 [20] and AD1[19]) that also rely in ARM and in the
foreseeable future there could be extensions obimdNow to support also that architecture.

As of Milestone 7.1 (in synchronization with thedeof task T7.1), we therefore commonly agreed on
the following technical aspects in order to simphihd steer the subsequent research steps and proto

typing:

1)

2)

3)

4)

5)

The Operating System of the target system (AXION#d will be Linux based on the distri-
bution Ubuntu 14.04LTS. This should guarantee meaisle stability and support from the part
vendors as well as good support for the periphenatk related drivers. Being this an “LTS”
(Long Term Support) distribution means that sofavapdates will be guaranteed until year
14+5= (20)19 so that the AXIOM-board could safedyyron that. A switch to a more recent
version could be considered but evaluated carefillgiter stages in this project.

For simplicity also the supported host systems lshose the Ubuntu 14.04LTS. This also sim-
plifies the deployment of applications and toolagesand understanding.

We will use both the HP-Labs COTSon simulator dreXilinx ZC-706 boards as well as the
first AXIOM-board prototypes from partner SECO a®is as they are available. At any time
the use of the simulator could be helpful to deprtmplems by producing execution traces of
the application or to have a reference comparison.

Start the exploration with the following three simfpenchmarks: i) matrix-multiplication; ii)
CJPEG: iii) face detection. The reason is bothtdugmplicity and representativeness

As a further step we agreed to consider part oofalhe ERA benchmark suite [45], which is
well representative of the two fundamental appiicet that we aim to demonstrate in this pro-
ject, namely Smart-Home and Smart Video-surveiltaor a later phase in the project we will
then explore the final application prototypes.

As of aspects 1 and 2, as of month 3 (March 20a&nprs UNISI and BSC provided on the common
repository pre-installed images that could both:

Run on the SimNow simulator
Run on a real x86 machine

This is greatly helpful to run any software or taekeded for our project in a realistic framework.

To even accelerate the start-off of the simuldtit)SI provided the so called Virtual-Machine Snap-
shots (called “BSD” in SimNow terminology) so thatgiven benchmark can be launched from the
shell prompt (without the boot time).
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4 A brief review of the State-of-the-Art in the Simulation
and Design Space Exploration Technologies

Design Space Exploration and its automation isngportant part of modern performance evaluation
and power estimation methodologies [11] [12] [1B}][[15] [16]. Recent projects like MULTICUBE
[12] have proposed systematic approaches for D®ieMer some of those approaches require con-
siderable time to be ported to other frameworkghis case, our project is focusing on a heterogene
ous architecture encompassing both programmabile, Ipg., FPGA and off-the-shelf cores such as
the ARM Cortex A9. Therefore we decided to adopiwti-pronged approach that is based on both a
well-known architectural simulator (HP-Labs COT36ih[10]) and development boards and proto-
types based on the Xilinx Zynq SoC [21] [42].

In Table 1 we compare some state of the art simmdgadapted from [27]) which shows that one of
the main feature is the ability to separate thectional description and the architectural modeling
(called “timing model”) through the so called “furmnal directed” approach. There exist at least fou
approaches for a (timing) simulation depending t rielationship between the “functional model”
(fm) and the “timing model” (tm) [28]:

« “functional-first” or “trace-driven”, the fm is rufirst and separately and the tm is run later on
in a completely decoupled fashion (all fm is ruffiobe the tm is run);

* “timing directed” or “execution driven”, the fm artch are closely coupled (no decoupling);

* ‘“timing-first”, the tm drives the fm, both are cotafely decoupled, but the function has to
checked later on and eventually undone;

« “functional-directed”, the fm drives the tm, botheacompletely decoupled, the function is
always the right one but we need a timing feedlfiamk tm to correct the timing. [10].

Table 1: Comparison of main features of several tinnig simulators

Timing-directed/

integrated
Functional- X X X X
directed
User-level X X X
Full-system X X X
Supported x64 x64 X64 x64 x64
Architectures Alpha

SPARC
Parallel (in-node) X X
Parallel X
(multi-node)
Shared Caches X X X X
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4.1 A COTSon overview

Compared to other approaches, COTSon uses thellea ¢tunctional-directed” approach. The
COTSon simulator permitted us to immediately rua ¢thosen platform (see previous section), i.e.,
the Ubuntu 14.04 distribution of the Linux-base@mging system including the OmpSs compiler (cf.
Deliverable D4.1) and related applications.

In Figure 2 the green part represents the fundtiowaalels. This allows us to run essentially any- cur
rently available software as in a real machine. Thediator” represents the model of a switch and
our aim is to modify it in order to model the betwavof our custom interconnects. Another instance
of the mediator can already model and Ethernetcdoesmmunication, e.g., we can perform a “ping-
test” with two or more nodes virtually connectedbtigh that component as they were in an Ethernet
based LAN. The motivation for the multiple interomcts derives from the AXIOM project design
that aims to separate the traffic for building altivhoard system and the traffic for the internet-
related connection. With the COTSon mediator weroadel both cases. The SimNow is the Virtual
Machine which models all details of a computer. Aldlalso providing a separate SDK to model any
specific board that has to be plugged in suchraswork card or a GPU.

Again in Figure 2 the blue part represents théntinmodels. This is what we are mostly interested t
develop during the project, i.e., the specific medwr architecture to support the easy programma-
bility in an efficient way (XSMLL and X-Threads -fcnext section for a driving example). Moreover
this part is what can implement simulation accelenatechniques, such as dynamic sampling [29],
and the tracing, profiling, statistics collection.

Finally, again in Figure 2 the orange part repneséhe scripting glue that controls, e.g., theseif
sandboxes for the parallel simulation instanceSinfNow, the boot/resume/stop of each virtual ma-
chine.

Time Synchronization, Simulation Parallelization,
Network Instrumentation, Network Statistics, ...

&
(——

Mediator instance | Eetwc')rk | Model
(Inter-node Network/Switch Model) unctional Models,
Congestion, ...

<

SimNowinctanco I

[ AL i +. I
: SimNow instance

(Node Functional-Model)
Disk, NIC, ...
Core Core Core
1 2 N
Functional Simulation

N cPu,

Memory,
Interconnects
Timing-Models

90BJ431U] |043U0D) UOSI0D

Trace Collection,

Profiling, Hooks, ... Ui et

Timing
Sampling driver Model
1,2..,n

Sampling,
Interleaving, ...

Timing Simulation

Figure 2: Main components of the COTSon simulator.
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5 A driving example: adopting a new execution model
based on Dataflow Threads (X-Threads)

As a driving example to show how COTSon can modetwve aim to design in the AXIOM project,
we used the XSMLL (eXtended Shared Memory Low-Lg¥d?| (see also Appendix A) to demon-
strate how we could easily partition functionalitieetween software and hardware.

5.1 Description of the Thread Management problem

Using a general paradigm to manage threads cartdegaod performance, such as in the case of P-
threads, Cilk, OpenMP. However, these models syfégformance penalties when synchronization

and distribution of data is not managed properl§].[By re-organizing the execution is such a way

the threads follow more closely the data flow af fIrogram, such as with DF-Threads (in this con-
text extended as X-Threads), better scalabilitylmachieved [31] (Figure 3).

O

Nanos++ L] o O [

Linux1 Linux2
[ [ | (| [
[
xsme B0 m g s s

Figure 3: The X-Threads distribution. Nanos++ genertes coarser grained threads that could be further @dtributed
as X-Threads across several nodes.

X-Threads are best implemented in hardware thrahghuse of a Distributed Thread Scheduler [32]
(DTS). The DTS tries to solve the following chathes:

» at the system level, all the available resourcestha healthiness of the whole system must be
considered in a distributed fashion: if a part ksethe remaining of the system should continue
to work [33];

» at low-level, the fine-grain threads coming frone tidoption of the data-flow execution model
must be distributed across the computing elem&RsJ§, FPGAS).

This means to understand at run-time what is tts¢ t@source assignment (scheduling/mapping on
CPU or reconfigurable HW) to a task (or threadoading to multiple goals (e.g., performance/QoS,
power consumption minimization, thermal hotspot$je policies should operate effectively both in a
single application and a mixed workload scenariwe $cheduler can be further extended to enable it
distributing fine-grain threads across the difféfeoards or MPSoCs.
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In order to reduce the thread management overliead)TS needs to be accelerated in hardware, by
mapping its structure into the FPGA. The hardwhlread support is represented in Figure 1 by the
eXtended Shared Memory Low-Level (XSMLL) block. &fard high-speed and low-latency
interconnections (e.g., PCle 3.0) may provide ehdaandwidth, but the exact interconnects is under
exploration [36] (c.f. Deliverable D4.1 1 and T&sk).

Figure 4: Relation between Frames (FM) and an X-Thead. An X-Thread reads its local data from an inpuframe
and may produce local outputs for other consumer tleads by writing in a number of output frames.

Definition 1-- X-thread (new incarnation of DF-thread [30])aigunction that expects no parameters
and returns no parameters (Figure 4).

The body of this function can refer to any memangalttion for which it has got the pointer through
XSM function calls (e.gxpreload , xpoststor , xsubscribe , ...). An X-thread is identified by
an object of typetid _t (X-thread identifier). In other words:

typedef void (*xthread_t) (void)

Definition 2-- INPUT_FRAME: A buffer which is allocated in thhecal memory and contains the in-
put values for the current X-thread (Figure 4).

Definition 3-- OUTPUT_FRAME: A buffer which is allocated ingtocal memory and contains val-
ues to be used by other X-threads, i.e., consurrtereads (Figure 4).

Definition 4 -- SYNCHRONIZATION_COUNT: A number wbin is initially set to the number of in-
put values (or events) needed by an X-thread. MeCHRONIZATION_COUNT has to be decre-
mented each time the expected data is written @@RPUT_FRAME.

XSMLL basic function’ (see Appendix A for a more extensive descriptibthe current implemen-
tation):

1 xtid _t is type that combines two objects: a thread tiflen (a number from 1 through a
XSM_MAXTHREAD_X_OFF(tid) _ID) and an offset inside its input frame. Given'xtid_t tid'

the thread number is obtained by thé TID(tid)  macro, while the frame offset is obtained by tracro.
Deliverable numberD7.1

Deliverable namenitial AXIOM Evaluation Platform (AEP) definition and initial tests

File name: AXIOM-D71-v1.docx Page 15 of 38



Project:AXIOM - Agile, eXtensible, fast I/O Module for the cyber-plysical era
Grant Agreement Numbe645496
Call: ICT-01-2014: Smart Cyber-Physical Systems

XSCHEDULE:

xtid_t xschedul ez(xthread_t ip, uint32_t sc, uint32_t sz)
Schedules an X-thread whose name (instruction @oiig specified byip'

The thread expectsc inputs which are stored in its INPUT_FRAME of sige’ (in bytes). Re-
turns an X-thread identifier (with O internal offse see above definition)sc' is also called the
SYNCHRONIZATION_COUNT of the X-thread (see abovdidi&on). Implicitly allocates the data
frame It only *schedules* the code The code willdmtivated on availability of ALL input data and
resources.

XDESTROY:
voi d xdestroy()

Called at the end of an X-thread to signal that allgcated resource belonging to the current X-
thread can be freed up.

The aim of the AXIOM project is also towards an rggyeefficient improvement of the performance

of applications, along with benefits in terms of datar scalability of the platform. In the next

sections we will describe the first experimentst thaabled us to have more confidence with this
approach.

5.1.1 Installation and more examples
XSMLL installation instructions

https://qgit.axiom-project.eu/?p=XSMLL;a=blob;f=REMEO00-xsmll install

The internal repository also provides more XSMLlaewles (see Appendix B for some code sam-
ples)

fibx.c
simple recursive fibonacci program that generaitssdf threads (useful for testing xschedule)
mmx.x

block-striped matrix multiplier program that useBedent memory consistency on the matrices (use-
ful for testing shared memory)

testl.c
simple test of several functions communicating
test2.cc

graph construction with dynamic nodes that are ddohel deleted useful to show how to use pointers
with X-threads.
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6 The Design Space Exploration Tools

The DSE tools developed in the AXIOM project aimpabviding the necessary substrate to imple-
ment a proper scientific methodology for experiraéioh. An important aspect is the open—access
[36] [37] and reproducibility of the experiment8]339] [40].

For a proper simulation methodology at least thieeng steps have to be followed (and have to be
therefore automatized) for carrying out the experita:

» SET THE MACHINE: we must use the same BSD file wielty small variations (ideally just
the no. of cores: e.g., 1, 2, 4)

« SET THE ALGORITHM: while comparing different prograning models, compilation op-
tion, etc. we must keep the variation at the mimim(.g., sequential vs. Cilk vs. OmpSs vs.
DSMs like Jump [41]). A common mistake is to congpapmething which is highly opti-
mized code vs. a substantially different methoddlve the same problem (e.g. Fibonacci Re-
cursive vs. Fibonacci Iterative vs. Fibonacci Lopku

e SET THE INPUT DATA: the input data MUST be the saaweoss different architectural or
software parameters or we may end up in comparingra different parallelism or, even
worse, just get not-comparable results

» PRECALCULATE YOUR EXPECTED OUTPUT AND COMPARE IF OKhe output data
should be computed separately from the runningsteshat we can check if the test has run
till completion or there was any error (bug, segtaton or anything else). The common mis-
take is to get an ultrafast program because itgen error message after the first instruction.

» DEFINE THE REGION OF INTEREST (ROI) OF THE PROGRAMnNy measurement
should be taken from a well-defined part of theectitht avoids the initial/final print state-
ments - unless you are interested to study eftectbe I/O.

« DEFINE THE METRICS YOU ARE INTERESTED IN: e.g., eoudion time, miss rate, pow-
er, faults ...make sure you use the right estimédpreach metric; identify any source of
"noise"; eventually repeat the same test/experirseveral times to filter out any "random er-
ror".

* MAKE SURE THAT YOU USE THE RIGHT PROBE/METHODOLOG.g. use of "get-
timeofday" vs. "hw counters" vs. "sw probes" to swra the execution time.

» DESCRIBE IN DETAIL ALL THE TEST SETUP: similarly t&PEC (www.spec.org) we
need to prepare a sort of identification tag toheaxperiment and being able to check what
were the exact conditions of the tests.

« TAKE NOTE OF THE HOST METRICS TOO: we can't affaspend months for a single
test. Therefore, we need to monitor how many ressuin terms of host-wall-clock time,
host-memory, host-cores, etc. are necessary torped certain test.

As explained in the next section the DSE tools (MSTALL, MYDSE) aim at describing those de-
tails in a methodologically correct way.
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6.1 MYINSTALL — repeatable and easy tool installati  on

The purpose of this tool is to easy the instaltafipocess of the simulator and the related hard dis
As explained, in AXIOM we need to define the harskdmage containing the selected OS (Ubuntu
14.04 Linux distribution in our case) with the Ongp8ols and OmpSs applications. This process can
be tedious and prone to errors. Therefore we dedigrspecific tool so that:

i) The basic host software simulator is installed. pkcific (previous release) of the
simulator can be selected in order to perform regoa tests or compare several in-
stallations.

i) Hard-disk image and BSDs are prepared and instalbethat the experimentation
phase can easily start.

iii) Regression tests are automatically performed &dllagon time in order to make sure
that the software is properly patched, compilediasthlled.

iv) Additional plugins and temporary patches can bellesl automatically.

Typically this process may now take as much abtminutes and is all automatic (Figure 5). Pre-
viously, it could have taken a day or so and mighte repeated everytime there was some doubts on
the installation. Moreover, this can be easily etpd on a humber of (parallel) simulation hosts and
by project partners or for future use by the sdientommunity. This tool has been proved largely
useful to improve the productivity of the experirtation and design cycle.

Figure 5: The several phases of the MYINSTALL tool. Thidncludes, e.g., patches, regression test. This iaiation
took 631 seconds as can be seen from the last lim@sl it was completely successful (“Goodbye” string
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6.2 MYDSE — design space exploration tool

The SimNow virtualizer is a very complex tool (likereal machine) and is prone to failure or errors.
Managing the simulations in case of a large nurolbelesign points to be explored is almost unfeasi-
ble if done manually. Therefore we found necessagefine a specific tools (MYDSE) with the fol-
lowing goals:

i) Specifying a DSE experiment through a small confitjan file (“INFOFILE”, see Fig-
ure 7);

i) Distributing the simulation across an arbitrary me@mof simulation hosts (currently we
use a cluster of more than 20 machine at the lmtati partner UNISI);

i) Managing automatically cases when a simulationis fai get stuck for a given time
threshold by killing the simulation and all relatgbcesses;

iv) Properly using the same binary across multipleshasth different GLIBC libraries and

compilation tools binaries (depending on the liprand compilation tools the simulation
results may differ due to a different benchmarlabjrthat get pulled into the guest);

V) Collect in an ordered way the several files fromiragle simulation point (Figure 6) ad
from several simulation point belonging to the saxpeeriment (Figure 8);

Vi) Monitoring and controlling the simulation loop (Eig 9, Figure 10);

vii) Interpreting user formulas to extract aggregatédrmation from several basic statistics

(e.g. calculating the miss rate starting from #drmiss and write miss);
viii)  Automatically trying to re-execute the simulatidhat eventually fail;

iX) Inserting the code for marking the ROI;

X) Parsing and updating the configuration files ofirautation starting from a given tem-
plate;

Xi) Supporting different execution model such as XSMihe standard one or others;

Currently the MYDSE script is more than 200kB oéklscripting.

k.SIMSCREEN k.NODECONFIG

SIMLUA

k.NODEOUT

SIMCONFI I

k.-TIMER.LOG
J—

k.XSMSTATS B
- _J

MEDTIMER

L | J 1 J -
[ |

HOST SIDE FILES/TOOLS GUEST SIDE FILES/TOOLS

Figure 6: COTSON and MYDSE tool flow. COTSon needs angroduces several input and output file for many ex
periments: this is wrapped and properly managed byhe MYDSE tool.
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Figure 7: INFOFILE for a DSE experiment. In this casewe are specifying a XSMLL execution model, a benchmér
‘mmx’, 10 different inputs (each one is a triplet & values), 1 core per node, three node configuratis (1, 2 4 nodes)
and 5 different caches size together with other sinhation parameters.

Figure 8: A set of input and output files related o a single DSE point. All files are properly renamedo that they can
be associated to the same experiment which is pemfioed by a given user (giorgi) on a given machinef§2) with a
specific simulator revision *726) at a given dateifne (150906 10:07). The suffix of the file identifieits role.
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[1254/1849]

Figure 9: The “control interface” of MYDSE. The blue string identified the DSE point. This is a successfgimulation
point since a “green” OK string has been printed maning that the output of the benchmark has been sgessfully
compared with the reference output. Some output stistics are printed on the screen to give prelimingy information.

Figure 10: The output of a failed DSE point. A simuléion may file for a number of reasons. A simulatiormay crash
or remain stuck. If one critical situation is deteted the DSE point is automatically rescheduled for@other attempt
wither on a different machine or at a later moment.Several processes have to be tracked (e.g., medratsimnow, vnc
cotson) and killed consequently or the simulation &st may finish its resources. The user can also azel a single simu-

lation by pressing CTRL-C twice or kill the whole e)periment by a triple CTRL-C.
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6.3 ESTRAI/RISGRAPH

Once a campaign of experiments had been condubtedser needs to visualize the results of the ex-
periments. The first step is to extract the dagagspecified in the INFOFILE in a tabular format
(Figure 11). The data can then be easily importealspreadsheet for further analysis.

The ESTRAI tool permits to extract such tables espnting the average (calculated for each point of
the table) across all the experiment performedndy on a certain subset of them (e.g., locatedhey t
date of the experiment). The ESTRAI tool permitsodb analyze the Coefficient of Variation (COV)
calculate as the ratio between the standard demiatand the mean

Xizq (xi—p)?

— 1 n
) and p = ;Zi:1 X

Cov=£ wheres =

On the other side, if the set of data to be reprteskis already well known another tool called RIS-
GRAPH transforms the table automatically in a gréqatt can be more easily interpreted (Figure 14).

Figure 11: The output of a series of multiple expements based on the same INFOFILE (each experiment tigally

consists of several simulation points). The averaganong several experiments is also calculated (MU the figure

we selected to represent as output data the L2-Misgate (L2MR) when we vary the number of nodes and theache

size. In yellow we see the numbers with a small iance, in orange those one with a larger variancend in red those
numbers with a high variance across the several ergments.
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Figure 12: The Coefficient of Variation (SI) of theL2 Miss Rate (L2MR) across several experiments.

Figure 13: The number of repetitions (NR) of the simalations related to a specific number in this L2 Mis Rate
(L2MR) table.

Figure 14: The output table can be pre-formatted sthat it can also be automatically processed by a ReDSE visual-
ization tool (RISGRAPH). The information for appropr iate plotting can be specified in the INFOFILE assoeited to
the experiment. The graphical output is similar to he one in Figure 20.

Figure 15: The reasons of a large variance in the periment can be investigated by printing all the nmbers that are
used to calculate the average and variance. The idt#fiers of the specific simulation are also printel (not shown in
this figure) so that the user can investigate thenput/output file to discover the reasons of a largéeviation.
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7 Initial experiments enabled by the AXIOM Evaluation
Platform

In this Section we illustrate the main results adi appearing in a recent publication [36]. In orde
flexibly fit the need of designing both the hardevand the software of the AXIOM system, we used
the COTSon simulator [9] [10]. COTSon can model thain AXIOM components of Figure 1.
Among the important features, COTSon performs gyfitem simulation: the designer can run, e.g.,
an off-the-shelf Linux distribution and model irdacoupled way the desired functionalities and their
timing behavior. This models a more realistic ditmwhere the OS is interacting with the user pro-
grams and includes also any interrupts, exceptirsal memory management. In particular, the key
parameters of the modeled cores are describedbie Ba

Table 2 Multicore architectural parameters.

| Parameter | Description |

SoC 4-cores connected by a shared-bus, 10-hub, MC,
high-speed transceivers

Core 1GHz, in-order superscalar

Branch Predictor two-kewvel (history length=14bits, pattem-history
table=16kB, 8-cyck missprediction penalty)

L1 Cache Private I-cache 32 KB, private D-cache 32 KB, 2
ways, 3-cycle latency

1.2 Cache Private 512 KB, 4 ways, 5-cycle latency

I3 Cache Shared 4GB, 4 ways, 20-cyck latency

Coherence protocol MOESI

Main Memory 1 GB, 100 cycles latency

I-L1-TLB, D-L1-TLB 64 entnes, full-associative, 1-cyck latency

12-TLB 512 entries, direct access, 1-cycle latency

Write/Read queues 200 Bytes each, lcyclk latency

Additionally, the simulator has been extended fgpsut X-Threads [31]. This means that the simula-
tor is also modeling the Distributed Thread Sched[82], which is implemented on the Programma-
ble Logic through the block XSM (eXtended Sharedridey) of Figure 1.

As for the interconnections among SoCs, we aresatlyr exploring several options as offered by the
latest technologies. In the COTSon simulator we pandorming limit-study experiments assuming

that we can achieve enough bandwidth and low Igtah@ reasonable cost. This part is explored in
detail within Deliverable D4.1 (and further expldri@ the next period activities).

7.1 Matrix Multiplication Benchmark

To illustrate the capabilities of the DSE platfonve selected the Matrix Multiplication kernel teste
the performance evaluation infrastructure and tifwéhe feasibility of supporting X-Threads on the
AXIOM platform.

The Matrix Multiplication benchmark has the follawji characteristics:

»  Blocked matrix multiplication using the classicah@sted loops algorithm.
e Square matrices of size nxn, where n=200,250,32(580,640,800.
* Block size b=10 and b=25.

Since, in this case, the number of operations r8the size n of the matrix has been chosenadh su
a way that the cubed size of each number of the stjuence is approximately the double of the
cubed size of the previous number, i.e., 283003 and so on. This is useful to perform thekwea
scaling tests (Figure 18).
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The X-Threads are generated in such a way that gmehd performs the matrix multiplication of
each block, therefore we can expect a number eattg equal to n/b.

7.2 Initial Experiments through the AXIOM Evaluatio  n Platform

In order to verify the feasibility of running pragms not only on the single board but also on meltip
boards thanks to the adopted programming model &nfip]) and the underlying runtime system a
key point is being able to schedule and executgyémerated X-Threads across the boards. This im-
plies that the memory which is local to each nad (Figure 1) has to be managed in such a way that
it appears as shared to the rest of the SoCs/hoards

The XSM block of Figure 1 serves to that goal bpkieeping the X-Threads and by appropriately
moving the data where is needed.

We performed two classical tests to verify that pheposed paradigm can permit the distribution of
the threads:

»  Strong Scaling tests,
Weak Scaling tests.

With the strong scaling tests, we increase the murob SoCs (for simplicity we refer to the single
SoC as if it were a board) and we want to verifthd speedup t1/tN (being t1 the time to execute th
program on a single SoC and tN the time to exethggrogram on N SoCs) is close to the ideally
linear speedup (Figure 16, Figure 17, Figure 19).

With the weak scaling tests, we increase both tmeher of SoCs and the quantity of work to be exe-
cuted, in the same proportion.

The number of operations varies as {P@here n is the size of the square matrix. Theesfwe have

to increase the size of the matrix by a fadf@; as we increase the number of SoCs in order to per
form the weak scaling tests (Figure 4). In theslatiase, the ideal curve is a horizontal line wihue

1, which (ideally) means that as we increase thantify of work and the SoCs (in the same propor-
tion) the time tN equals the time t1, i.e., thelsdaystems keeps up with the increased volume-of d
ta.

As we can see in Figure 16, as the number of So@&lieased from 1 to 2 and then 4, the scalability
is good enough (close to ideal), especially fohbigmatrix sizes (e.g., 320). In fact, for higheatrix
sizes, the number of available X-threads is algbdni.

The deviation from ideal behavior is mainly due to:
* Too few X-Threads from the program;
* Increased data movement.

In fact, as the number of X-Threads is equal tg m'bhe case of n=200 we only have 5 threads to be
assigned to the each of the SoCs; moreover, sunc8aC has 4 cores, some of the cores may remain
idle. This is visible in Figure 16 for the curve f0=200 and 4 SoCs with a drop in the scalabiliig
reported the strong scaling curves for some otakreg (200, 250, 320 and 400) to verify the sensiti
ity to the input data; in the tests of Figure 16 hock size is kept constant.
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Figure 16: Strong Scaling for benchmark “Dense Matix Multiplication” (Square Matrices). Matrix size v aries:
200,250,320,400. Block size is constant and equali0. The time used for calculating the speedup aaaas only for
the User Time (without Kernel Time).

One other aspect regards the influence of the @pgr&ystem. The curves in Figure 16 reflect the
execution of only the User part of the program. &racted also the strong scaling curves thataefle
both the User and the Kernel instructions (Figufe 1

As we can see, the strong scaling is affected byQB: all the curves of Figure 16 are how com-
pressed towards the bottom part of the Figure dThetime spent in Kernel mode ranges from 6% to
60% in those tests. This indicates a strong needdmg a full-system simulator and not neglecting
the OS activities for a proper platform design.

Speedup (t1/tN)
4

==size=400
—<size=320
size=250

-#-size=200

User+Kernel

1 2 4 No. of SoCs
(4) (8) (16) (No. of Cores)

Figure 17: Strong Scaling for benchmark “Dense Matix Multiplication” (Square Matrices). Matrix size v aries:
200,250,320,400. Block size is constant and equall0. The time used for calculating the speedup aaauts for both
the User Time and the Kernel Time.
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In the weak scaling tests of Figure 18, we obs#maé for some matrix size (n=400) we have a high
efficiency, as it was for the strong scaling tests.

However, please note that in the weak scaling,teatsh curve corresponding to three different matri
sizes for each of the X-axis values (the numbe3aifs). For example, for the curve corresponding to
n=400 the sequence of data is: 1 Se6=400, 2 SoCs»>n=500, 4 SoCs»n=640. In particular, for 4
SoCs the efficiency drops as it has an implied imatee of n=640 and the data set is large enoagh t
cause a significant miss rate increase in the cBegnot shown in the figures).

Speedup (t1/tN)
2

size=400
-=-size=200
size=250
1 !‘<‘\
—
0.5 \
1 2 4 No.of SoCs
(4) (8) (16) (No. of Cores)

Figure 18: Weak Scaling for benchmark “Dense MatrixMultiplication” (Square Matrices). Matrix size var ies: 200,
250, 320 and 400 on each single SoC (to keep thelwalmost constant on each core/SoC). Block size ¢®nstant and
equal to 10. The time used for calculating the speag only accounts User Time (without Kernel Time).

Finally, we explored the sensitivity to the thregdnularity, by choosing a larger block size. Agkar
block generates longer X-threads to process sudttixndock. In Figure 5, we analyzed the situation
for three matrix sizes (n=200, n=400, n=800) andenthe block size b is equal to 10 and 25.

As we can see, having larger threads implies fepgortunities for parallelism, as the number of X-
threads is smaller. This is particularly evidentttee curve for n=200 and b=25. Moreover, there are
combinations of n and b (e.g., n/b=16) where tladirsg is better as the number of available thréads
a multiple of the number of cores. For larger masizes (e.g. 800) as noticed, the L2 cache temds t
suffer more misses, thus affecting the performance.
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Figure 19: Effect of the thread granularity (through the block size) on strong scaling for benchmark “Bnse Matrix
Multiplication” (Square Matrices). Matrix size var ies: 200,250,320,400. Block size assumes valueard®25. The
time used for calculating the speedup accounts onfgr the User Time (without Kernel Time).

Strong and weak scaling tests are therefore usefialyze the performance of the embedded system
constituted of N SoCs. The current results showoadgpotential for achieving scalability across
SoCs.

\ Numberfyodes
3.58102e+08 | Sei=1

4

1.79051e408 | )
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4.47627e+07 L L L
16 32 64 128 256
Cache Size (KiB)

Figure 20: Execution Time dependency on L2-cache misate in case of 1, 2, 4 nodes.
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8 Confirmation of DoA objectives and Conclusions

Here we describe how the deliverables conformeédbA stated objectives.

PLANNED DELIVERED

DELIVERABLE:

* Initial AXIOM Evaluation Platform (AEP) Report
definition and initial tests

We have presented the AXIOM Evaluation Platform PAHts motivation is driven by the possibility
to flexibly experiment the AXIOM system by using-tie-shelf Operating Systems like Linux and
the possibility of architectural (timing) and fuiwsial modeling for easier and faster prototypinkisT
should pave the way for FPGA prototyping, which baen already used by some of the partners for
the components that were already mature for supbrerentation (e.g., the AXIOM-link).

In order to permit any easy deployment we createdMYINSTALL tool that makes the installation
process fast and repeatable in about 10 minutesualig it may be subject to variations and can take
a day); this is very useful since we often repleatinstallation process.

In order to allow a systematic Design Exploratiom eveated the MYDSE tool (about 200kB of shell
scripting) so that we can control the simulatiorighwittle effort and we can exclude most of errors
during the setup of experiments. This thereforengisra more rigorous and repeatable experimenta-
tion.

Some other tools had been prepared for a propesiimmation of the results through tables and graphs

Finally, we show some initial results for the MatMultiplication benchmarks: the AEP allows for
investigating all details related to the executib@a single program on multiple boards.

Therefore the objectives of the first year havenbmeet or exceeded (e.g. with the XSMLL API spec-
ification and its implementation and with the vikzation tools). Further challenges are foreseen be
fore arriving to a possibly commercially exploitalgystem.
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APPENDIX A -- XSMLL API draft 0.3

This is the initial specification of the XSMLL ARiternally published in June 2015 and made public
with this document as of {February 2016; the API is still under developmeamd can therefore be
updated during this project.

XSM-LL

The eXtended Shared Memory (XSM) Low Level Specifi
Roberto Giorgi - University of Siena, Italy - 01 F

cation (draft 0.3)
ebruary 2015

$ld: READMEO1-xsmil 19 2015-06-20 14:00:32Z giorgi
DISCLAIMER: this specification is WORK IN PROGRESS

INTRODUCTION (DO NOT SKIP)

XSM DEFINITIONS
X-thread

A function that expects no parameters and
The body of this function can refer to any
it has got the pointer through XSM functio
xsubscribe, ...). An X-thread is identifie
(X-thread identifier). In other words:
typedef void (*xthread_t)(void)

xtid_t
A type that combines two objects: a thread
through a XSM_MAX_THREAD_ID) and an offset
Given an 'xtid_t tid' the thread number is
while the frame offset is obtained by the

INPUT_FRAME
A buffer which is allocated in the local m
values for the current X-thread.

OUTPUT_FRAME
A buffer which is allocated in the local m
to be used by other X-threads (consumer X-

SYNCHRONIZATION_COUNT
A number which is initially set to the num
needed by an X-thread. The SYNCHRONIZATION
time the expected data is written in an OU

GUEST (SPACE)
The simulated space.
This the environment that is simulated ins
full-system simulation). This environment
is running as a virtual machine or as are

HOST (SPACE)
The simulation space.
This environment models both the behavior,
(or anything else) that is related to the
XSMU
A hardware/software unit which manages the

$
-- positive comments are welcome

returns no parameters.

memory location for which

n calls (e.g., xpreload, xpoststor,
d by an object of type xtid_t

identifier (a number from 1

inside its input frame.

obtained by the _X_TID(tid) macro,
_X_OFF(tid) macro.

emory and contains the input

emory and contains values
threads)

ber of input values (or events)

COUNT has to be decremented each

TPUT_FRAME.

ide a virtual machine (as a
does not necessarily know whether
al system.

the timing, the power
machine that has to be modeled.

XSM interface at low level.

C level API for XSM-LL - a set of C callable funct

ions to manage XSM and X-threads

XSM BASIC FUNCTIONS
xtid_t xschedulez(xthread_t ip, uint32_t sc, u
Schedules an X-thread whose name (instruct
The thread expects sc inputs which are sto
(in bytes).
Returns an X-thread identifier (with 0 int
definition).

void xdestroy()
Called at the end of an X-thread to signal
belonging to the current X-thread can be f

int32_t sz)
ion pointer) is specified by 'ip'.
red in its INPUT_FRAME of size 'sz'

ernal offset -- see above

that any allocated resource
reed up.
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void* xsubscribe(

xtid_t tloc, uint32_t regionstart, uint32_
Subscribes a memory region that is going t
with some given Read/Write protection spec

type = Ox01 -- read-only access

type = 0x02 -- write-only access

type = 0x03 -- read-write access

type = 0x00,0x0x-OxFF (reserved values)
The region is specified by its offset (‘'re
shared heap and its size (‘'regionsize’) in
Both regionstart and regionsize are aligne
The pointer to the region is both returned
the tloc (thread-location) indicated (see
that only the specified thread will have w
bits specified so), all other thread will
try to read that region once it is under "
possible if the read-only has been specifi
Read-write modality is used to implement t

void xpublish(void* regptr)
Publishes the modifications to a previousl
regptr. The whole subscribed region is pub
portion use: xpublish_range.

uint64_t xtmbegin(uint64_t s1, uint64_t s2)
Begins a transactions on the TM region poi
Returns 1 if the transaction can start or

uint64_t xtmend(uint64_t s1, uint64_t s2)
Ends a transactions on the TM region point

Xwrite
TBD
xread
TBD
xsend
TBD
Xrecv
TBD

XSM AUXILIARY FUNCTIONS
void* xpreload()
Called at the beginning of an X-thread to

void* xpoststor(xtid_t tid)
Called when an X-thread needs to write out
tid (which is probably scheduled right bef

void xdecrease(xtid_t tid, int n)
This is used to the decrease the SYNCHRONI
is issued after each write operation or -
(n is always not greater than the inital S

XSM EXTRA FUNCTIONS
void xconstrain(xtid_t tid, uint64_t nmask)
Binds the execution of the X-thread tid to
node-mask nmask (limited to XSM_MAX_NODE_M
for node-1, ...)

xtid_t xschedule64(xthread_t ip, uint32_t sc)
Variant of the xschedulez functioni with f
Schedules an X-thread whose name (instruct
The thread expects sc inputs of size 64 bi
INPUT_FRAME.
Returns an X-thread identifier (with 0 int
definition).

void xpublish_range(void* regptr, size_t sz)
Publishes the modifications to a previousl
This can be a subregion pointed by regptr

void xacquire(void* regptr)
Reloads the subscribed region identified b

void xacquire_range(void* regptr,size t sz)
Reloads the subscribed region identified b

void* xalloc(uint64 t tid, uint32_t sz, uint64
Allocates a region of size sz bytes with a
X-thread indicated by tid. This is a simpl
where:
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t regionsize, uint8_t type)
0 be shared by several X-threads
ified by 'type":

gionstart’) inside a preallocated
bytes.

d to 8 bytes (64 bits).

by this function and stored in

the examples below). Please note
rite access (if the protection

get an error if they accidently
write protection”. Read is

ed.

ransactional memory consistency.

y subscribed region pointed by
lished. To publish an arbitrary

nted by s1 and having a lenght s2.
0 otherwise.

ed by s1 and having a lenght s2.

get the INPUT_FRAME pointer

put values for a consumer X-thread
ore).

ZATION_COUNT by n. Typically this
cumlatively - after n operations
YNCHRONIZATION_COUNT)

the nodes specified by the
ASK nodes, bit0 for node-0, bitl

ixed size (64 bits) inputs.
ion pointer) is specified by ip.
ts which are stored in its

ernal offset -- see above

y subscribed region.
with size sz.

y regionprt

y regionprt

_ttype)
given type to be used by the
ified version of the xsubscribe,
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i) the user does not need to specify wh
the preallocated shared heap.

ii) its up to the user to write the ret
belonging to the tid X-thread

void xfree(uint64_t regprt)
Frees a region identified by the region po

void xprotect(uint64_t regptr, uint64_t type)

Changes the protection bits (type -- meani
identified by regptr.

XSM PERFORMANCE COUNTERS FUNCTIONS

void xzonestart(uint8_t zone)
Starts metrics collection for the specifie

void xzonestop(uint8_t zone)
Stops metrics collection for the specified

void xtimestamp()
Clears the internal timestamp counters for
XSM (these are metrics derived from the HO
not modified by this function, they are on

XRT FUNCTIONS (XSM RUN-TIME FUNCTIONS)

IMPORTANT NOTE
The XRT is currently enabled as a wrapper
The 'int __wrap_main(int argc, char **argv
'int__real_main(int argc, char **argv)' f
application main thanks to the appropriate

void xsm_set_nopf(void* nopf_ptr)
Sets the run-time 'nop' functions that are
done.

void xsm_set_worker_stack(void* tstack_ptr)
Sets the worker stack that is used to allo
OUTPUT_FRAME.

void xsm_inject(uint64_t val)
Diagnostic/Instrumentation function that ¢
from the GUEST environment to the HOST env

void xsm_reset(void* owmptr, uint32_t owmsz, u
Loads the pointers for several types of me
- subscribable regions (base pointer: o
- default size of worker stack (used fr
Then sends and initial reset to the HOST r

void xsm_setbufO(void *buf)
Sets the internal (HOST) XSM buffer #0 for
buffer 'buf'

void xsm_setbufl(void *buf)
Sets the internal (HOST) XSM buffer #1 for
buffer 'buf'

void xsm_exit(void)
Ends the execution on the node which calls

void xsm_printstats(void)
Prints the content of internal metrics/sta
stdout.

XSM GUEST ENVIRONMENT VARIABLES

XSM_NWORKERS
Number of XSM workers per node. Default i
It can be set as the number of cores or a
The runtime ties each worker to each core

XSM_NODEID
Numeric identifier of the execution node,

XSM_NNODES
Number of executions nodes. Default 1.

XSM_OWMSZ
Size of the subscribable memory in bytes.

Deliverable numbeD7.1

Deliverable namenitial AXIOM Evaluation Platform (AEP) definition and initial tests
Page 34 of 38

File name: AXIOM-D71-v1.docx

ere the region is positioned inside

urned pointer into the OUTPUT_FRAME

inter regptr

ng as in xsubscribe) of the region

d zone of the code.

zone of the code.

the metrics/statistics related to
ST metrics/statistics, which are
ly read)

of the C main function.

)" calls the

unction which maps to the
link-time option (see Makefile).

called in case of no work to be

cate a local INPUT_FRAME or

an be used to pass a value 'var;'
ironment.

int32_t stacksz)
mory regions:
wmptr, size: owmsz)
om frames): stacksz
untime.

metrics/statistics to the GUEST

metrics/statistics to the GUEST

this function.

tistics counters on the GUEST

s the number of cores.
slightly larger value.
in round robin.

starting from 1. Default 1.

Default XSM_DEFAULT_OWM_SIZE



Project:AXIOM - Agile, eXtensible, fast I/O Module for the cyber-plysical era

Grant Agreement Numbe645496

Call: ICT-01-2014: Smart Cyber-Physical Systems

APPENDIX B -- XSMLL coding example

The following examples are intended to show thdrapdtyle that could be achieved through source-
to-source compilation from higher level programmingdel. XSMLL is an execution model NOT a

programming model.

Sample code for fibx.c using the XSMLL API

1 /*$ld: fibx.c 16 2015-05-22 09:12:04Z giorgi $

2 #include "xsm.h"
3 #include <stdio.h>
4

5 #define DEFAULTN 20
6 #define THRESHOLD 10
7 #define RECFIB

8

9 // reference version

10 inline uint64_t serialfib(int n)
114

12 #ifdef RECFIB

13 return n <2 ? n: serialfib(n-1) + serial
14 #else

15 uint64_t a=0,b=1;

16 inti=0;

17 for(;i<n; ++i) {

18 uinté4_tt=a+b;

19 a=b;
20 b=t
21

22 return a;
23 #endif
241}

25

26 typedef struct { xtid_t tloc; uint64_t n1; uin
27 void adder(void)

28{

29 const adder_s* fp=xpreload();

30 «xtid_t xloc = fp->tloc;

31 uint64_t *xp = xpoststor(xloc);

32  xp[LX_OFF(xloc)] = fp->nl + fp->n2;
33 xdecrease(xloc,1);

34  xdestroy();

37 typedef struct { xtid_t tloc; uint64_t n; uint
38 void fib(void)

39

40 const fib_s* fp=xpreload();

41 uint6é4_tn = fp->n; // receive n

42 uint64_tt =fp->t; // receive t (thresho
43  xtid_t xloc = fp->tloc; // target location

45 if(n<t){
46 uinté4_t *tp = xpoststor(xloc);
47 tp[_X_OFF(xloc)] = serialfib(n);

48 xdecrease(xloc,1);
49
50 else{

51 xtid_t xadd = xschedule64(&adder,3); /

52 adder_s* tadd = xpoststor(xadd);
53 tadd->tloc = xloc; // add.dst is this
54 xdecrease(xadd,1);

56 xtid_t xfibl = xschedule64(&fib,3); /
57 fib_s* tfibl = xpoststor(xfib1);
58 tfibl->tloc = XREF(xadd,1); // fib1.

59 tfibl->n  =n-1; /I send
60 tiibl->t  =t; /I send
61 xdecrease(xfib1,3);

62

63 xtid_t xfib2 = xschedule64(&fib,3); /
64 fib_s* tfib2 = xpoststor(xfib2);
65 tfib2->tloc = _XREF(xadd,2); // fib2.

66 tfib2->n  =n-2; /I send
67 tfib2->t  =t; /l send
68 xdecrease(xfib2,3);

69 }

70  xdestroy();

71}

72
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73

74 uint64_t nn=0; // input, for checking purposes
75 uint64_t th=0; // input, for checking purposes
76

77 typedef struct { uinté4_t res; } report_s;

78 void report(void)

79 {

80 const report_s* fp=xpreload();
81 uint64_t res=fp->res;

82  xdestroy();

83  printf("++report\n");

84  printf("xsm fib= %lu\n" res);

85

86 uint64_t ser_res = serialfib(nn);

87

88 printf(res==ser_res?"*** SUCCESS\n":"***FA ILURE\n");
89 // xdestroy();

90}

91

92 int main(int argc, char **argv)

93 {

94  nn = DEFAULTN;

95 th = THRESHOLD;

96 if(argc>1)

97 nn = atoi(argv[1]);

98 if (argc > 2)

99 th = atoi(argv[2]);

100 printf("computing fibonacci(%lu)\n",nn);

101

102  xtid_t xrep = xschedule64(&report,1); // s pawn reporter
103  xconstrain(xrep,0x1); // constrain executi on on node 1
104  xtid_t xfib = xschedule64(&fib, 3); // sp awn fib

105 fib_s* tfib = (fib_s*)xpoststor(xfib);

106 tfib->tloc = _XREF(xrep,0); // edge: fib.o ut -> report[0]

107 tfib->n  =nn;
108 tfib->t =th;

109 xdecrease(xfib,3);
110 return O;

111}

Sample code for mmx.c using the XSMLL API

1 #include "xsm.h"

2 #include <stdio.h>

3 #include <stddef.h>

4 #include <stdlib.h>

5 #include <math.h>

6 /*$ld: mmx.c 20 2015-06-21 21:28:11Z giorgi $* /
7

8 /l#define __DEBUG

9 /l#define N 512

10 //#define BLOCKSZ 8

11 //i#define XDATA_DOUBLE
12 #define N 200

13 #define BLOCKSZ 25

14 /I#define XDATA_SINGLE
15 #define XDATA_INT64

16 #include "xdebug.h"

17

18 #ifdef XDATA_SINGLE

19 #define DATA float

20 #endif

21 #ifdef XDATA_DOUBLE
22 #define DATA double
23 #endif

24 #ifdef XDATA_INT64

25 #define DATA uint64_t
26 #endif

27 #define SIZE(M,N) (N*M*sizeof(DATA))
28

29 #define RB_SZ SIZE(N,N)

30 #define RA_SZ SIZE(N,BLOCKSZ)

31 #define RC_SZ SIZE(N,BLOCKSZ)

32

33 #define RC_OFF(j) ( SIZE(N,))

34 #define RB_OFF(j) ( SIZE(N,N)+SIZE(N,j))

35 #define RA_OFF(j) (2*SIZE(N,N)+SIZE(N.,}))

36

37 /I xreport = finish barrier tid

38 typedef struct { DATA *A; DATA *B; DATA *C; x tid_t xreport; } bmmul_s;
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39 void bmmul()
40 {

41 const bmmul_s *cfp = xpreload();

42 const DATA *A = cfp->A,;

43  const DATA *B = cfp->B;

44  DATA *C = cfp->C;

45 inti, j, k;

47 printf("Working at C address: 0x%lx\n",(ui nt64_t)C);
48  fflush(stdout);

49 for (j = 0; j < BLOCKSZ; j++) {

50 for 1=0;i<N;i++){

51 DATAt=0;

52 for (k =0; k < N; k++) {

53 t+=A[*N+Kk]*B[k*N + il;
54

55 Cli+j*N]=t;

56 }

57

}
58  xpublish(C);
59 xdecrease(cfp->xreport,1); // decrement th
60 xdestroy();

e barrier count

63 typedef struct { uint64_t *scsp; DATA *C; } re port_s;
64 void report()

65 {

66 const report_s *cfp = xpreload();

67 const DATA *C = cfp->C;

68 const uint64_t *scsp = cfp->scsp;

69 inti,j;

70 intok=1,

71 const uint64_t superchecksum = *scsp;
72 xzonestop(l);

73  xdestroy(); // XSM computations are finish ed at this point
75  print_matrix(C,N,N);

77 Il Verify the SuperCheckSum
78 uint64_t xchecksum = OL;

79 for(i=0;i<N;i++){ //i=row poi nter

80 for  =0;j <N;j++) {//j = colum n pointer

81 xchecksum = (xchecksum + (int)(C[i *N + j])) &OXFF;
82

83

84 if (superchecksum==xchecksum) ok = 1; else ok =0;

85 printf("CHECKSUM=%lIu vs %lu OK=%d\n", xch
86  printf("\n*** %s ***\n", ok ? "SUCCESS" :

ecksum, superchecksum, ok); fflush(stdout);
"FAILURE");fflush(stdout);

89 typedef struct { xtid_t xr; } owm_matrix_mul_s ;

90 void owm_matrix_mul() /* OWM version. Compute C=A*B. */
91{

92  const owm_matrix_mul_s *fp = xpreload();

93  xtid_t xr = fp->xr;

94

95 xtimestamp(); //resets timestamp statistic s so we count time from here
96 intj,nb;

97

98 for (j=nb=0; j<N; j+=BLOCKSZ,++nb) {

99

100 xtid_t bm = xschedulez(&bmmul, 4, size of(bmmul_s));

101 /* Region B (size N*N) stores th e entire matrix B */

102 /* Region A (size N*BLOCKSZ) stores th e block of matrix A */

103 /* Region C (size N*BLOCKSZ) stores th e computed result. */

104 xsubscribe(XDST(bm, bmmul, A), RA_OFF( i), RA_SZ, _OWM_MODE_R);
105 xsubscribe(XDST(bm, bmmul, B), RB_OFF( 0), RB_SZ, OWM_MODE_R);
106 xsubscribe(XDST(bm, bmmul, C), RC_OFF( j), RC_SzZ, _OWM_MODE_W);
107

108 /I finish barrier

109 bmmul_s* bm_fp = xpoststor(bm);

110 bm_fp->xreport = xr;

111 xdecrease(bm,4);

112}

113  xdestroy();

114}

115

116 typedef struct { DATA *A; DATA *B; DATA *C; ui
117 void fill_matrix()

118 {

119

const fill_matrix_s *cfp = xpreload();

120 DATA *A = cfp->A,;
121 DATA *B = cfp->B;
122 DATA*C = cfp->C;
123  uint64_t *scs = cfp->scs;
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124 xtid_t xm = cfp->xm;
125 inti, |, cr, cc;
126  uint64 tsuperchecksum
127  srand(12345); // start always with same nu mbers in the matrices (optional)
128 /IC=0
129 for (i=0;i<N;i++) {
130 for (j=0; ]<N j++){
131 Cli*N+jl=
}

132

133 }

134 //IB

135 for (i=0;i<N;i++) {

136 cr=0;

137 for (j = 0; j < N-1; j++) {
138 int vall = rand()&O0xFF;
139 cr = (cr + vall) &0xFF;
140 B[i*N+j] = (DATA)vall,
141 }

142 B[i*N+N-1] = (DATA)cr;
143

144 JIA

145 for (j = 0]<N ) {

146 cc =

147 for (| O i <N-1; i++){
148 intval2 = rand()&OxFF;
149 cc = (cc + val2) &0xFF;
150 A[i*N+j] = (DATA)val2;
151 }

152 A[(N-1)*N+j] = (DATA)cc;
153

154 // Calculate the SuperCheckSum
155 superchecksum = 0O;
156  for (i=0;i<N;i++) {

157 superchecksum =

158 (superchecksum + (uint64_t)(A[(N-1) *N+i]) * (uint64_t)(B[i*N+N-1]))&O0xFF;
159

160 *scs = (superchecksum<<2)&O0xFF;

161

162 // Publish the Filled Matrices and the exp ected SuperCheckSum

163  xpublish(A); xpublish(B); xpublish(C); xpu blish(scs);

164

165 // Start the multiply
166 xdecrease(xm,l1);
167 xdestroy();

168}

169

170 int main(int argc, char **argv)

171 {

172 xzonestart(1);

173  xtid_t xf = xschedulez(&fill_matrix, 5, si zeof(fill_matrix_s));

174  xtid_t xr = xschedulez(&report, N/ BLOCKS Z, sizeof(report_s));

175 xtid_t xm = xschedulez(&owm_matrix_mul, 1, sizeof(owm_matrix_mul_s));

176  xconstrain(xr,1); // force on node 1
177  xconstrain(xm,1); // force on node 1
178 xconstrain(xf,1); // force on node 1

179

180  xsubscribe(XDST(xf, fill_matrix, A), RA_OF F(0), SIZE(N, N), _OWM_MODE_W);

181  xsubscribe(XDST(xf, fill_matrix, B), RB_OF F(0), SIZE(N, N), _OWM_MODE_W);

182  xsubscribe(XDST(xf, fill_matrix, C), RC_OF F(0), SIZE(N, N), _OWM_MODE_W);

183  xsubscribe(XDST(xf, fill_matrix, scs), RA_ OFF(N), sizeof(uinté4_t),_ OWM_MODE_W);

184  fill_matrix_s *xf_fp = xpoststor(xf);

185 xf_fp->xm = xm;

186

187 owm_matrix_mul_s *xm_fp = xpoststor(xm);
188  xm_fp->xr = xr;

189

190 // Schedule final check

191  xsubscribe(XDST(xr, report, scsp), RA_OFF( N), sizeof(uint64_t), OWM_MODE_R);
192  xsubscribe(XDST(xr, report, C), RC_OFF(0), SIZE(N, N), _OWM_MODE_R);

193

194 xdecrease(xf, 5);
195 return O;
196}
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