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GLOSSARY 
API – Application Programming Interface 

ARM – Instruction set architecture developed by ARM Holdings Ltd. 
BLAS – Basic linear algebra subprograms 
FPGA – Field Programmable Gate Array 
IP – Intellectual property 
LTS – Long Term Support 
Mali – A GPU microarchitecture developed by ARM Holdings Ltd. 
Mercurium – OmpSs compiler 
Nanos++ – OmpSs runtime 
NDA – Non-disclosure agreement 
NEON – SIMD extensions for the ARM instruction set 
NIC – Network interface 
PL – Programmable logic 
QEMU – Quick EMUlator 
RTL – Register transfer language 
RTSP – Real-time streaming protocol 
SD – Secure Digital 
SDK – Software Development Kit 
SDSM – Software Distributed Shared Memory 
SGEMM – Single-precision floating-point general matrix multiply 
SIMD – Single instruction, multiple data 
SMP – Symmetric multiprocessing 
SMT – Simultaneous multithreading 
SoC – System on chip 
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1 Executive summary 
This document is an update of deliverable D5.3, and includes all the software developed in WP5, plus 
the results of task T5.4 (mechanism for load balancing and analysis of real-time guarantees). 

The software is released both as source code and as precompiled Debian packages. It includes a com-
plete software stack starting from the AXIOM Linux drivers and arriving to the OmpSs@Cluster pro-
gramming library. 

All this software has been released on the project public website: 

 https://download.axiom-project.eu/?dir=RUNTIME 
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2 Introduction 
The content of this document is a set of “pointers” to a large quantity of public material, repositories, 
documentation and videos developed within the context of the AXIOM project. It also offers a brief 
guide that enables external users to re-use (for research, study or further development) the AXIOM 
stack at its final development stage. The results of D5.4 represents also the completion of the efforts 
initiated in the Task T5.4. 

In the initial phase of the development of the software stack, as we described in the D5.3, we preferred 
to test the functionality of it on a QEMU based platform (in line with the Xilinx recommendations and 
related tools). Afterwards, when the AXIOM NIC implementation on the FPGA was available, we 
moved all the development on the AXIOM board (the QEMU support was no more updated). 

This document reflects the adaptation of the stack to the real board, and is therefore a final guide to use 
the AXIOM Software Stack on the AXIOM board.  

2.1 Document structure 
Section 3 provides a short description of the AXIOM architecture, useful to understand the various 
subsystems. Section 4 includes a description of the various subsystems, providing their location and 
documentation pointers. Section 5 provides a short guide on how to use the AXIOM software stack. 
Finally, Section 6 and 7 describes the mechanisms for load balancing and the analysis of the real time 
guarantees. Section 8 includes a list of all the files object of this release. 

2.2 Relation to other deliverables 
This document is linked to the following internal deliverables of the AXIOM project: 

D5.1 Operating System and Documentation 

This document describes in detail the implementation of the AXIOM Linux distribution for the 
AXIOM board, and the AXIOM NIC interface. 

D5.2 Remote Memory Access 

This document describes the cluster setup, memory organization, memory allocator, and task 
synchronization. It also includes details on the implementation of the Parallel Programming 
library. 

D5.3 Parallel Programming Library and Documentation 

This document is a short guide of the software release that is part of Task T5.3. The software 
release includes a complete software stack starting from the AXIOM Linux drivers up to the 
OmpSs@Cluster programming library. 

D4.2 AXIOM Code Generation and Instrumentation 

This document describes the OmpSs compilation and FPGA support as well as the instrumen-
tation mechanism present in OmpSs. 

D4.3 Evaluation of the Compiler and Tools Infrastructure. 

After the first prototype AXIOM board will be delivered, the testing will be necessary to verify 
the initial software toolchain. Final research results will be included in this deliverable. 
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2.3 Tasks involved in this deliverable 
Task 5.4 (month 25 - 36): Load balancing and real-time guarantees 

What: 

This task will deal with the design and development of a Nanos++ scheduling policy taking into con-
sideration task data affinity and load balancing across the nodes. 

How: 

The work will be done by partner BSC with help from partner EVI for integration. The possibility of 
providing real-time guarantees about latencies in both communication and processing will be investi-
gated by partner EVI. UNISI will investigate different load-balancing techniques. 

Expected output: 

- Version of Nanos++ for the reference platform containing load balancing mechanisms. 

- Analysis of real-time latencies. 

 

D5.4: Final operating system and documentation [M36] 

This deliverable will consist in an update of deliverable D5.3 containing also the mechanism for load 
balancing. An additional document will provide the analysis of the real-time guarantees that the system 
can meet. 

 

2.4 Changes compared to D5.3 
This deliverable contains some modifications and new contents compared to D5.3: 

 The final release of AXIOM software stack runs on the AXIOM board and supports the AX-
IOM NIC developed on the Xilinx Zynq FPGA as part of the AXIOM project. We also replaced 
the buildroot filesystem and toolchain with the Ubuntu 16.04 filesystem and the Linaro tool-
chain. 

 This document also contains the results of Task T5.4 about the possibility of providing real-
time guarantees and the mechanism for load balancing. 
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3 The AXIOM cluster and the AXIOM software stack 
The AXIOM system is composed by a set of computing boards connected together to form a cluster 
configuration called “AXIOM-cluster”. The connection between boards is implemented through the 
AXIOM-link, which is a custom network interface (NIC) developed in the Xilinx Zynq FPGA as part 
of the AXIOM project. 

Figure 1 presents the high-level view of the AXIOM software stack. In particular, we note in the back-
ground that all nodes are interconnected (as planned) through the AXIOM-link. Moreover, each board 
has an FPGA part, including the AXIOM NIC and the XSMLL Layer. The software stack is then run-
ning on each board, and is composed by the following set of main components: 

● A Linux distribution (not shown in Figure 1). A complete distribution based on the PetaLinux 
SDK with an Ubuntu 16.04 LTS root filesystem (see D5.1); 

● A set of device drivers (used to provide support for the AXIOM NIC and for the AXIOM 
Memory Allocator); 

● A set of user libraries to handle the interfacing between the applications and the kernel driv-
ers; 

● A set of utilities, including the daemons axiom-init, axiom-ethtap and the axiom-
run spawner; 

● The OmpSs programming libraries, including Nanos++, GASNet, and the AXIOM GASNet 
conduit; 

● The compilation toolchain, including the Linaro GCC cross-compiler, and the Mercurium 
source-to-source compiler. 

 
The following Section contains a list of the software packages, including a short description. In order 
to simplify the usage of the software stack, we provided a set of Debian packages to install the AXIOM 
software stack in a very simple way. 
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Figure 1 - The AXIOM software stack. 

 

4 Components of the software stack 
The following is a list of the main components of the AXIOM software stack. It is meant as a reference 
that will help to navigate the various packages and directories. 

4.1 AXIOM Drivers, User libraries and applications 

4.1.1 AXIOM NIC driver and libraries source code 
● Short Description: Implementation of AXIOM NIC device driver, User Space libraries and 

documentation. 
● GIT Repository: https://git.axiom-project.eu/axiom-evi-nic 
● Directory in the source zip file: axiom-evi-src-v1.0.tgz/axiom-evi-nic 
● Doxygen Documentation: in axiom-v1.0-doxygen PDF or HTML 

files/axiom-evi-nic 

4.1.2 AXIOM allocator source code 
● Short Description: Implementation of the three-level AXIOM allocator. 
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● GIT Repository: https://git.axiom-project.eu/axiom-allocator  
● Directory in the source zip file: axiom-evi-src-v1.0.tgz/axiom-allocator 
● Doxygen Documentation: in axiom-v1.0-doxygen PDF or HTML 

files/axiom-allocator 

4.1.3 AXIOM memory driver source code 
● Short Description: Implementation of the memory device driver to handle virtual to physical 

memory mapping. 
● GIT Repository: https://git.axiom-project.eu/axiom-evi-allocator-

drv 
● Directory in the source zip file: axiom-evi-src-v1.0.tgz/axiom-evi-alloca-

tor-drv 
● Doxygen Documentation: in axiom-v1.0-doxygen PDF or HTML 

files/axiom-evi-allocator-drv 

4.1.4 AXIOM memory library source code 
● Short Description: Implementation of three-level software allocator based on LMM. 
● Repository: https://git.axiom-project.eu/axiom-evi-allocator-lib 
● Directory in the source zip file: axiom-evi-src-v1.0.tgz/axiom-evi-alloca-

tor-lib 
● Doxygen Documentation: in axiom-v1.0-doxygen PDF or HTML 

files/axiom-evi-allocator-drv 

4.1.5 AXIOM application source code 
● Short Description: Implementation of AXIOM support application and daemons (axiom-

init, axiom-ethtap, axiom-run, etc.). 
● GIT Repository: https://git.axiom-project.eu/axiom-evi-apps 
● Directory in the source zip file: axiom-evi-src-v1.0.tgz/axiom-evi-apps 
● Doxygen Documentation: in axiom-v1.0-doxygen PDF or HTML 

files/axiom-evi-apps 

4.1.6 AXIOM scripts 
● Short Description: Makefile and scripts to compile all components of the AXIOM software 

stack and to generate Debian packages. 
● WEB Repository: https://git.axiom-project.eu/axiom-evi/tree/mas-

ter/scripts/ 
● Directory in the source zip file: axiom-evi-src-v1.0.tgz/scripts 

4.1.7 AXIOM tests 
● Short Description: Regression and benchmark tests for AXIOM NIC, GASNet and OmpSS. 

● WEB Repository: https://git.axiom-project.eu/axiom-
evi/tree/master/tests/ 

● Directory in the source zip file: axiom-evi-src-v1.0.tgz/tests 
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4.2 GASNet conduit 
● Short Description: Modified version of GASNet library that includes the new AXIOM con-

duit. 
● GIT Repository: https://git.axiom-project.eu/axiom-evi-gasnet 
● Directory in the source zip file: axiom-evi-src-v1.0.tgz/axiom-evi-gasnet 

4.3 OmpSs framework 

4.3.1 Extrae 
● Short Description: Modified version of Extrae to support the trace of IOCTLs and AXIOM 

API. 
● GIT Repository: https://git.axiom-project.eu/axiom-evi-extrae 
● Directory in the source zip file: axiom-evi-src-v1.0.tgz/axiom-evi-extrae 
● WEB Documentation: https://tools.bsc.es/extrae 

4.3.2 Mercurium 
● Short Description: Modified version of mcxx to support AXIOM GASNet conduit and cross-

compilation. 
● GIT Repository: https://git.axiom-project.eu/axiom-evi-mcxx 
● Directory in the source zip file: axiom-evi-src-v1.0.tgz/axiom-evi-mcxx 
● WEB Documentation: https://pm.bsc.es/mcxx 

4.3.3 Nanos++ 
● Short Description: Modified version of nanox to support AXIOM GASNet conduit and 

cross-compilation. 
● GIT Repository: https://git.axiom-project.eu/axiom-evi-nanox 
● Directory in the source zip file: axiom-evi-src-v1.0.tgz/axiom-evi-nanox 
● WEB Documentation: https://pm.bsc.es/nanox 
● WEB OmpSs User’s Guide: https://pm.bsc.es/ompss-docs/user-guide 

 

5 Using the AXIOM software stack 
The compilation procedure of the AXIOM software stack is documented in the README file stored 
inside the axiom-evi-src-v1.0.tgz package. The compilation can be performed on a Linux host 
machine with a recent distribution (in our case we used Ubuntu 16.04 LTS). The final artifacts of this 
procedure are Debian packages (.deb file extension) that are simple to install in the AXIOM OS based 
on Ubuntu 16.04 LTS. 

When SD cards are ready, it is then possible to interconnect several AXIOM boards by plugging in 
USB-C cables to any of the four USB-C ports. Since those cables are bi-directional, it is only required 
to use a single cable to connect two boards. Thanks to the discovery algorithm implemented in the 
boards, they automatically see each other (plug and play). Therefore, the topology of the cluster will be 
discovered at run-time from the master node. 
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During the boot process, AXIOM modules and daemons are automatically loaded. To setup the cluster, 
it is only needed to connect to one board (which will become the master node) using the serial cable or 
the Ethernet port, and later plugging in a keyboard and the mouse. 
In order to login into the AXIOM board, the following credentials must be used: 
 
 Username: ubuntu 
 Password: ubuntu 

After login, cluster discovery can be started simply by opening a console, and later typing in the fol-
lowing commands: 
 # For security reasons, all AXIOM applications must be executed 

# using root privileges 
 
sudo su 
axiom-make-master.sh 

At the end of the discovery process, the master node prints the network topology and his routing table.  
A virtual IP network over AXIOM-link is also setup, and thus a remote connection to the other AXIOM 
boards in the cluster is possible using the IP 192.168.17.NODEID (e.g. through ssh). All IP network 
traffic on subnet 192.168.17.0/24 is tunneled trough the AXIOM-link. 
On the console of one of the nodes, you can try the following AXIOM applications (the complete list 
is available by typing axiom- on the console, and then the tab command twice): 

axiom-info 

● Prints all the information related to the AXIOM NIC (node id, interface status, rout-
ing table… etc). 

 

axiom-ping -d 1 

● Pings (talking to the axiom-init daemon running on all nodes) node 1. 
 

axiom-netperf -d 1 -t rdma -l 100M 

● Starts a netperf to node 1 with message type RDMA and a 100-Mbyte payload. 
● Note, before to start the axiom-netperf client, you must start the server on the 

target node using the following command: 
 

axiom-netperf –s –n 8 
 

Some OmpSs test applications are already installed on the AXIOM board (/opt/axiom). For exam-
ple, in order to run the Matrix Multiply application on the AXIOM cluster, the following steps must be 
completed: 

 cd /opt/axiom/test_ompss  
 ./run_test_ompss.sh ./ompss_evimm 4 1000 

It also included a script to run the Matrix Multiply with the improvements discussed in Section 7: 

 ./run_test_ompss_sched.sh ./ompss_evimm 4 1000 
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6 Mechanisms for load balancing 

6.1 Improving load balancing with OmpSs@FPGA 
In the original OmpSs infrastructure, FPGA helper threads were fully dedicated to manage the FPGA 
IP cores and data transfers. Usually, this leads to the loose of as much cores as helper threads the appli-
cation uses. Also, SMP worker threads are exclusively dedicated to execute SMP tasks, and have no 
involvement on the management of the FPGA. 

Figure 2 shows an execution trace of this version of the infrastructure, where there are 3 SMP cores 
executing matrix multiplication tasks, and one helper thread taking care of the 256x256 IP core in the 
FPGA. This matrix multiplication works on a matrix of 2048x2048 single precision floating point ele-
ments, on blocks of 256x256 elements, running on the AXIOM board. It is described in the AXIOM 
Deliverable D4.3 [1]. As it can be appreciated, the helper thread (Thread 1.1.4 in the figure) is busy less 
than 50% of the time. This fact allows to consider the possibility that this core acts also as a worker, 
and the management of the FPGA gets distributed across all threads. 

 

Figure 2 - Execution trace of matrix multiplication using 3 SMP cores and 1 FPGA IP core. 

We have modified the infrastructure in order to support “hybrid workers”. A hybrid worker is going to 
deal with the FPGA tasks when idle. For example, they can drain FPGA tasks that have already final-
ized, update the task graph, and release dependences of successor tasks. 

With this technique, tasks execution is better balanced between the SMP cores and the FPGA, and we 
have achieved an increase in performance of a few GFlops in the matrix multiplication. For example, 
the previous execution with 3 SMP workers and 1 helper thread obtains 27.3 GFlops, with no hybrid 
support. When the hybrid support is added, the performance increases up to 29.2 GFlops. The reason is 
that the number of tasks executed in the FPGA increases as FPGA tasks finalized are released earlier 
by one of the idle workers. In this particular execution view, FPGA tasks raised from 178 to 184. Figure 
3 shows the instrumentation internals of the hybrid execution. Observe how in this new execution, there 
are also 4 matrix multiplication tasks running in parallel (on each of the workers Threads 1.1.1, 1.1.6, 
1.1.7 and 1.1.8), while the FPGA is executing tasks at a slightly higher rate than the execution without 
the hybrid workers (in Figure 3). 
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Figure 3 - Execution of matrix multiplication with the hybrid worker and showing the instrumentation internals. 

6.1.1 Future work 
We think that the hybrid worker approach presented in this deliverable can also be used in GPU envi-
ronments, where there is also the need to have a number of helper threads to take care of the GPU 
events. We plan to work on this direction on our future development of OmpSs@CUDA and Om-
pSs@OpenCL. 

6.2 Load balancing by dataflow-thread based execution 
In relation with the task T5.4, we have experimented also another advanced approach for distributing 
threads across several nodes based on dataflow-threads (DF-Threads) [5], [6], [7], [8], [9], [10], [11], 
[12], [13], [14], [15], [16], [17], [18], [19], [20]. The XSMLL model provides a robust and fast substrate 
to moderate the distributed threads across the nodes of a Multi-core/Multi-node computing system, 
which include thread scheduling, and appropriate management of data consistency and synchronization. 

A simplified sketch of the architecture that we have in mind is represented in Figure 4. Here the focus 
is on the software components like drivers, protocols, runtime and I/O register specification (see also 
Appendix 1). As we can see from Figure 4, the software components (processing system or PS) need to 
queue operations through the undelaying hardware (programmable logic or PL) 
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Figure 4 – XSMLL hardware/software architecture. There are n nodes and m cores per node. XTQ are the XSMLL 

Thread Queues and XNM is the XSMLL Node Manager that implements several finite state machines. 
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Building on the work of previous years, we have been able to prototype this architecture by a combina-
tion of models in the simulation software (based on the COTSon framework [21], [22]) and of the high-
level synthesis (HLS) provided by the Xilinx Vivado tools. In the Appendix 1, there are the precise I/O 
registers that we have defined. These registers are very important since they represent the “contract” 
between hardware and software. The software, in particular, has to be aware of those registers. 

Each DF-thread operates regular instructions and uses the primitive commands/instructions outlined in 
D5.2 (XSCHEDULE… etc). We recall that a DF-thread expects no parameters, and also does not return 
parameters. As such, it will be started once the input data are ready. This is in contrast with classical 
pthreads-like execution model where a thread has direct access to any address of memory. 

The most important challenges that XSMLL tries to solve are the following: 

1) At the hardware level, fine grain threads are based on a dataflow execution model and can  be 
distributed across the nodes (FPGAs)  

2) At system level, the functionality of the system should not be affected if one or more of the 
Nodes are removed from the distributed system (i.e. existence of any error at any nodes)  

Special direct access from the XSMLL hardware to/from the Network Interface (NI) that are both on 
the PL were also modeled and designed. The following picture summarizes a possible exchange of 
messages managed directly from the PL, and indirectly through the primitive commands such as 
XSCHEDULE (Figure 5). 
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Figure 5 – XSMLL message protocol. 

As an example, we report the time diagram of the interactions between cores, the XTQ and other internal 
queues (Figure 6). In order to verify the efficiency in distributing threads across the system we investi-
gated the following programming models OpenMPI[24], JUMP[23], and how efficient the execution is 
when compared to our approach (i.e. based on the XSMLL execution model, which can rely on OmpSs 
as it was outlined in D4.2).  
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Figure 6 – XSMLL message protocol. C=core, XTQ= XSMLL Thread queue, XWT=XSMLL Waiting Table, 

XFFT=XSMLL Free-Frame Table, XPTQ=XSMLL Pending Thread-request Queue. 

The preliminary results of this comparison (simulation based – for a comparison with the AXIOM 
boards see D7.3) are shown in Figure 7 and Figure 8. As it can be seen, XSMLL provides not only good 
scalability up to 16 nodes (or boards) but also highly competitive execution times. 
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Figure 7 – Comparison among XSMLL execution time (seconds) and OpenMPI, JUMP programming model execu-
tion. The benchmark is matrix multiplication with square matrix size of 216, 432, 864 and block size of 8. The nodes 

are configured with only 1 core each. 

Moreover, we think that there is still much space for further optimization of the XSMLL. In fact, by 
investigating the miss rate, we noticed that the locality of the XSMLL program is still unexploited. A 
policy that is under investigation is to inject the frame data into the caches before starting the execution 
of the DF-thread. Note: some bars are missing due to the fact that JUMP execution crashed (bug). 
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Figure 8 – Comparison among XSMLL L2-cache miss rate and OpenMPI, JUMP programming model L2 miss-rate. 
The benchmark is matrix multiplication with square matrix size of 216, 432, 864 and block size of 8. The nodes are 

configured with only 1 core each. 
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7 Analysis of the real-time guarantees 
This Section is related to the analysis of the AXIOM stack performed by EVI, in relationship with the 
possibility of providing real-time guarantees about latencies in both communication and processing. 

In general, we need to start by saying that OpenMP “as is” is a parallel programming model which has 
been developed to provide throughput and full utilization of multicore architectures and, in the case of 
OmpSs@Cluster, cluster configurations. In general, the execution flow is based on the dynamic (at run-
time) expansion of the parallel execution graph and the consequent execution of OpenMP tasks consid-
ering their data dependencies. All this is done in a way to maximize the overall system performance, 
without any consideration for real-time loads. Various efforts have been done in recent research to prove 
the applicability of OpenMP in contexts related to safety, especially in avionics and automotive. These 
efforts are typically composed at least by the following steps: 

 Analysis of the timing behavior of the OpenMP tasking model. 
 Compiler analysis tools to extract a representation of the parallel execution of an OpenMP pro-

gram in the form of a DAG. 
 Schedulability tests for OpenMP applications represented with DAGs. 
 Static scheduling approaches to assign threads to cores based on DAGs. 
 Run-time methods to enhance time predictability. 

These steps were the basis of the fundamental work that was performed during the P-SOCRATES FP7 
Project [2], which resulted in the UpScale Framework [3], where partner EVI provided the runtime 
operating system for running concurrent periodically scheduled OpenMP applications. 

Additional efforts towards providing guarantees for real-time loads are related to the applicability of 
OpenMP with the Ada language to provide parallel predictability [4]. 

In the work presented in this Section we will be mostly investigate how the usage of operating system 
real-time mechanisms (such as priorities, and real-time schedulers such as SCHED_DEADLINE) could 
impact the overall response time/latency of execution of a computational task with OmpSs@Cluster. 

The starting point of the activity has been the standard Nanos++ configuration for OmpSs@Cluster. In 
particular, when Nanos++ works in the cluster, it creates one "communication thread" on each node to 
handle the exchange of messages and memory in the cluster. This thread, through the GASNet API, 
uses the AXIOM conduit developed in this project to move memory and messages between nodes. The 
communication thread is typically pinned to the fourth core, where it executes “alone” to handle the 
communication in the fastest way as possible. 

The first finding was related to the fact that the fourth core is not always the best for the allocation of 
the communication between threads. In particular, OmpSs@Cluster typically allocates the computa-
tional threads on core 0, 1, and 2, whereas the communication thread is typically allocated on core 4. 
The typical behavior of the communication thread is to actively spin while waiting for new activities to 
perform on the network; on the other hand, Linux systems schedule most of the interrupts on the core 
0, thus interrupting the computational threads allocated on that core. This fact is evident in Figure 9, 
where we can see that core 0 has been interrupted by IRQs coming mainly from the network interface, 
while core 4 (not shown in Figure 9), is basically spinning. Therefore, the first action to improve the 
load balance in the system has been the move of the IRQs processing into the same core used for com-
munication, leaving in this way the computational threads free of interferences. 
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Figure 9 - IRQs are typically scheduled on Core 0, interrupting and slowing down computational threads. 

The second finding is related to the current implementation of the "communication thread", which is 
done using the GASNet no-blocking API in a busy-wait loop. In this way, the latency of the communi-
cation is kept at the minimum, but this behavior has a drawback: one core is fully used by the “commu-
nication thread” without executing any task. Therefore, OmpSs@Cluster uses only N-1 cores on each 
board to execute tasks, allocating N-1 “working thread” and 1 core only for communicating with the 
other boards. (N = number of cores per board).  

In Section 6 (and in the D4.3 deliverable), we described some possible improvements to OmpSs@Clus-
ter, related to GASNet and Nanos++ modifications made to avoid busy waits and memory copies in 
order to improve performance and energy consumption. Some of those modifications required to the 
Nanos++ structure are big, and because of their impact on the OmpSs@Cluster architecture they have 
been implemented only partially during the AXIOM project timeframe. However, the usage of real-
time priorities and in particular of the SCHED_DEADLINE scheduler opens the possibility of reducing 
the computational load of the communication thread, leaving space for additional computation to be 
performed on the fourth core. 

In particular, the idea of SCHED_DEADLINE (see Figure 10) is to provide the possibility to specify a 
pair Budget/Period for a thread. It is then guaranteed that the thread will be able to execute a maximum 
execution time equal to the budget over the defined period. A thread trying to consume more CPU (the 
top one in the Figure 10) is throttled and resumed afterwards. 

 

Figure 10 - Under SCHED_DEADLINE, a task consuming too much CPU is throttled. 
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Therefore, the main idea to improve the real-time features of the AXIOM software was to schedule the 
communication thread via the SCHED_DEADLINE feature of the Linux kernel. Since the communica-
tion thread is constantly executing, the resulting behaviour will be a throttling of the thread, which 
leaves free CPU time that can be allocated to other computational threads. Note that the future imple-
mentation of the usage of blocking primitives described above can still be applied with SCHED_DEAD-
LINE. The result will be that the communication thread will be mostly sleeping waiting for events to 
appear. When the communication thread wakes up because of an action to perform, the thread will be 
immediately scheduled under the budget/period available at wake up, still resulting in an improved 
latency despite low processor utilization. 

Once the communication thread has been “gated” by giving a SCHED_DEADLINE bandwidth (defined 
as the ratio budget/period), we can start to increase the system performance by slightly modifying 
Nanos++ to create an extra “working thread”. In this way, we have N “working threads”, one per CPU, 
plus 1 “communication thread”. We then further modified Nanos++ in order to set the scheduling pa-
rameters for each low-level pthread, to be able to fine tune the execution of each worker (in detail, 
we allow the specification at runtime of the Linux scheduling policy and of the scheduling parameters 
of each pthread). 

The main question at this point is what is the optimal bandwidth that should be assigned to the commu-
nication thread in order to maximize the response times and latencies of the system. To evaluate this, 
we performed a set of tests running a matrix multiplication application on a 2 node OmpSs@Cluster on 
the AXIOM boards. The tests have been performed in a way to assign decreasing bandwidth to the 
communication thread. The remaining free time has been then taken by the (additional) computational 
thread allocated on the same CPU. 

Qualitatively, the expectation is that when the bandwidth of the communication thread is high, the com-
munication thread mostly actively spins waiting for some activity to be performed, but no additional 
computation is performed. As long as the communication thread reduces its used bandwidth, we expect 
to see less active spinning, but more computation to be performed, at the expense of a slightly increased 
communication latency. Initially, the performance will be worse, because giving little time to a compu-
tational thread means slowing down its task, increasing the overall latency. Increasing it further provides 
a better CPU utilization and therefore a smaller execution time of the same application. The latencies 
will decrease up to a given bandwidth value (that in the case of the matrix multiplication was around 
5% of the CPU bandwidth), where the communication tasks to be performed are slowed down worsen-
ing the overall execution time. 

Figure 11 shows this behaviour. The period of the SCHED_DEADLINE budget for the communication 
task was fixed to 100 ms and the bandwidth given to it was starting at 90%, and then decreased by 20% 
at each step until 30% is reached, and afterwards decreasing by 1% from 20% to 1%. In addition to the 
SCHED_DEADLINE tests (blue line), we also added a test using nice (red line). nice is a feature 
present on most UNIX schedulers, which demotes a given task, with the result of giving less CPU 
bandwidth. This can be seen as a rough approximation of the behaviour obtained with SCHED_DEAD-
LINE, but without any kind of guarantee from the timing perspective. Figure 11 also shows the “stand-
ard” result (orange line) obtained by giving 1 entire core (100% CPU bandwidth) to the communication 
thread. All the values showed in the Figure 11 and Figure 12 are an average of 5 runs of the same 
experiment. 
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Figure 11 - Execution time of a matrix multiply varying the SCHED_DEADLINE bandwidth parameter with a fixed 
period (100 ms) for the Communication Thread. 

Figure 11 shows that the best performance is obtained assigning 5% of CPU bandwidth to the commu-
nication task, and leaving the remaining 95% to the computational tasks. 

It has to be noted that the parameters that can be selected in SCHED_DEADLINE are two (period and 
budget), but in the previous examples all tests have been performed with a fixed “reasonable” period. 
In order to evaluate the dependency on the choice of the period, we also did another experiment, shown 
in Figure 12. 

In this case, we fixed the CPU bandwidth to 5% (which is the best one found in the previous experi-
ment), and we changed the period of the task. The red and orange lines are the same of the Figure 11. 
The blue line shows the impact of a change of the period in a SCHED_DEADLINE reservation: by using 
a high value for the period means that the communication thread will be given coarse grained amount 
of times, that likely will be spent doing some communication work, and after that will be “wasted” in 
spinning until the budget ends. A small period provides more fine-grained execution, at the expense of 
a greater context switch overhead (5% bandwidth with a period of 1 ms is at the limit of the precision 
of the current architecture). 

Another interesting finding is related to the fact that the performance at 200 ms is worse than the one at 
300 ms. This may be due to the fact that the typical matrix multiplication OmpSs task in the example 
has an execution time near to 200 ms, and not being able to perform the communication right after the 
end of a task may imply for the communication thread a waiting of another period, thus increasing the 
overall latency. 
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Figure 12 - Execution time of a matrix multiply varying the SCHED_DEADLINE period parameter with a fixed CPU 

bandwidth (5%) for the Communication Thread. 

In conclusion, we believe that a proper coexistence in the same cores of the computational thread with 
the communication thread in the OmpSs@Cluster in conjunction with the real-time scheduling policies 
available in modern Linux kernels, provides additional benefits in terms of better overall usage of the 
computational resources and lower overall execution times. We also believe that the bandwidth assigned 
to the communication thread should be evaluated on a per application basis, based on the communica-
tion load of the specific case. 
Starting from these considerations, the implementation of the Cluster Hybrid approach in Nanos++ 
described in D4.3 further enhances the performance of the system by limiting the active spinning per-
formed by the communication thread, thus de facto limiting the need of the usage of the scheduling 
policies described in this Section. 

8 Archives released 
All the software packages and documentation included as part of this release of the AXIOM project 
software stack are available for public download from the following address: 
 https://download.axiom-project.eu/?dir=RUNTIME  

9 Confirmation of DoA objectives and Conclusions 
This document shortly described the open-source release of the software developed during the AXIOM 
project. The software includes a full network stack with RDMA support, running on AXIOM boards 
based on the Xilinx Ultrascale+ chip. The software also includes the complete support for the Om-
pSs@Cluster Parallel Programming Library, including support for the AXIOM cluster configuration 
and the possibility to trace the software execution using the Extrae tool. An evaluation of the load bal-
ancing and of the real-time performance of the system has also been included. 
Other related publications of this project can be found in the references [5]-[43]. 
All the DoA objectives were successfully met.  
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11 Appendix 1 
1.1 Communication between XSMLL Hardware and Software 
This section illustrates detailed register maps through which software and XSMLL communicate to 
each other. In the other words, the memory map between these two modules is pictured in this section 
as well. Table 11-1 shows associated register with their addresses and descriptions. 

Table 11-1- Register maps between XSMLL and Software 

Register Name Address Size Type Description 
Module Ctrl Registers     
XSMLL_AP_CTRL 0xB000_0000 + 0x00 32  Rd/Rw Register to enable XSMLL, check IDLE flag and check 
Status Registers     
VersionReg_XSMLL  0xB000_0000 + 0x10  32  ro Version Register 
Status1Reg_XSMLL 0xB000_0000 + 0x18 64  ro XSMLL Status Register #1 
Status2Reg_XSMLL 0xB000_0000 + 0x24 64  ro XSMLL Status Register #2 
DebugNode1Reg_XSMLL 0xB000_0000 + 0x30 64  ro XSMLL Debug Register #1 
DebugNode2Reg_XSMLL 0xB000_0000 + 0x3C 64  ro XSMLL Debug Register #2 
     
     
Control Registers     
OpcodeReg_XSMLL 0xB000_0000 + 0x48 8  Rd/Wr This field specifies the type of operation for XSMLL mod-
Arg1Reg_XSMLL 0xB000_0000 + 0x50 64  Rd/Wr One of operand of desired XSMLL instruction  
Arg2Reg_XSMLL 0xB000_0000 + 0x5C 64  Rd/Wr One of operand of desired XSMLL instruction 
ReturnReg_XSMLL 0xB000_0000 + 0x68 64  Rd/Wr The result/return value of desire XSML instruction 
Interrupt Registers     
IrqMskReg_XSMLL 0xB000_0000 + 0x74 32 Rd/Wr XSMLL Mask Interrupt Register 
IrqPndReg_XSMLL 0xB000_0000 + 0x7C 32 Rd/Wr XSMLL Pending Interrupt Register 
     
Test RX Registers     
TestRxBuffer1Reg_XSMLL 0xB000_0000 + 0x84 64 Rd/Wr To test the received raw message 
TestRxBuffer2Reg_XSMLL 0xB000_0000 + 0x90 64 Rd/Wr To test the received raw message 
TestRxBuffer3Reg_XSMLL 0xB000_0000 + 0x9C 64 Rd/Wr To test the received raw message 
TestRxBuffer4Reg_XSMLL 0xB000_0000 + 0xA8 64 Rd/Wr To test the received raw message 
TestRxBuffer5Reg_XSMLL 0xB000_0000 + 0xB4 64 Rd/Wr To test the received raw message 
TestRxBuffer6Reg_XSMLL 0xB000_0000 + 0xC0 64 Rd/Wr To test the received raw message 
     
XSMLL RDMA      
DmaStart 0xB000_0000 + 0xCC 64 Rd/Wr The start address of RDMA zone 
DmaEnd 0xB000_0000 + 0xD8 64 Rd/Wr The end address of RDMA zone 
Dest 0xB000_0000 + 0xE4 64 Rd/Wr The destination address  
     
Initialization Registers     
GlobMemStartReg_XSMLL 0xB000_0000 + 0xF0 64 Rd/Wr Start address of global memory region  
GlobMemEndReg_XSMLL 0xB000_0000 + 0xFC 64 Rd/Wr End address of global memory region 
GlobMemFrameSiz- 0xB000_0000 + 0x108 64 Rd/Wr Global Memory size in bytes 
XRQStartReg_XSMLL 0xB000_0000 + 0x114 64 Rd/Wr Start address of XRQ memory region 
XRQEndReg_XSMLL 0xB000_0000 + 0x120 64 Rd/Wr End address of XRQ memory region 
XRQFrameSizeReg_XSMLL 0xB000_0000 + 0x12C 64 Rd/Wr XRQ memory size in bytes 
     

 

1.1.1 Module Control Registers 
1.1.1.1 XSMLL_AP_CTRL 

Register Name: XSMLL_AP_CTRL 
Address:  0xB000_0000 + 0x00 
Size:  32 bits 
Type:  wr/rd 

Field Name Bit(s) Init Value type Description 
Ap_start 0 0 Read/Write To start the XSMLL module, user can write ‘1’ value. 
Ap_done 1 1 read If XSMLL complete all its task without any internal problem this flag will be enabled.  
Ap_idle 2 1 read If XSMLL is in Idle state, this flag is enabled.  
Ap_ready 3 1 read If XSMLL is ready to be going to start, this flag is enabled. 
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1.1.2 Status Registers 
 

1.1.2.1 VersionReg_XSMLL 
Register Name: VersionReg_XSMLL 
Address:  0xB000_0000 + 0x10 
Size:  32 bits 
Type:  ro 

Field Name Bit(s) Init Value Description 
Date 7:0 0x00 BCD format representing the Date 
Month 15:8 0x00 BCD format representing the Month 
Year 23:16 0x00 BCD format representing the Year 
Bit_Version 31:24 0x01 Bit Stream Version 

 

1.1.2.2 Status1Reg_XSMLL 
Register Name: Status1Reg_XSMLL 
Address:  0xB000_0000 + 0x18 
Size:  64 bits 
Type:  ro 

Field Name Bit(s) Init Value Description 
XSMLL_Busy 0 0b0 0b0: XTQ is Idle 
XWT_Empty 1 0b1 0b0: XWT is empty 
XWT_Full 2 0b0 0b0: XWT is not full 
XPLQ_Empty 3 0b1 0b0: XPLQ is empty 
XPLQ_Full 4 0b0 0b0: XPLQ is not full 
XTQ_Empty 5 0b1 0b0: XTQ is empty 
XTQ_Full 6 0b0 0b0: XTQ is not full 
XCRT_Empty 7 0b1 0b0: XCRT is empty 
XCRT_Full 8 0b0 0b0: XCRT is not full 
XFFQ_Empty 9 0b1 0b0: XFFQ is empty 
XFFQ_Full 10 0b0 0b0: XFFQ is not full 
XPTQ_Empty 11 0b1 0b0: XPTQ is empty 
XPTQ_Full 12 0b0 0b0: XPTQ is not full 
XNFFT_Empty 13 0b1 0b0: XNFFT is empty 
   0b0: XNFFT is not full 
XNI_Empty 15 0b1 0b0: XNI is empty 
XNI_Full 16 0b0 0b0: XNI is not full 
Node1_Req 17 0b0 0b0: when neighbor Node1 has sent no request 
Node2_Req 18 0b0 0b0: when neighbor Node1 has sent no request 
Node3_Req 19 0b0 0b0: when neighbor Node1 has sent no request 
Node4_Req 20 0b0 0b0: when neighbor Node1 has sent no request 
XTQ_State 22:21 0b00 0b00: Waiting State 
XTQ_Req 23 0b0 0b0: No request has been generated to other nodes 
    
    

 

1.1.2.3 Status2Reg_XSMLL 
Register Name: Status2Reg_XSMLL 
Address:  0xB000_0000 + 0x24 
Size:  64 bits 
Type:  ro 

Field Name Bit(s) Init Value Description 
Reserved 63:0 0x0000_0000_0000_0000 Reserved 
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1.1.2.4 DebugNode1Reg_XSMLL 
Register Name: DebugNode1Reg_XSMLL 
Address:  0xB000_0000 + 0x30 
Size:  64 bits 
Type:  ro 

Field Name Bit(s) Init Value Description 
Reserved 63:0 0x0000_0000_0000_0000 Reserved 

 

1.1.2.5 DebugNode2Reg_XSMLL 
Register Name: XSMLL_DebugNode2 
Address:  0xB000_0000 + 0x3C 
Size:  64 bits 
Type:  ro 

Field Name Bit(s) Init Value Description 
Reserved 63:0 0x0000_0000_0000_0000 Reserved 

 

1.1.3 Control Registers 
 

1.1.3.1 OpcodeReg_XSMLL 
Register Name: OpcodeReg_XSMLL 
Address:  0xB000_0000 + 0x48 
Size:  8 bits 
Type:  Rd/Wr   

Field Name Bit(s) Init Value Description 
OpcodeReg_XSMLL 7:0 0x00 0x01: XCTRL  
Reserved 31:8 zero Reserved 

 

1.1.3.2 Arg1Reg_XSMLL 
Register Name: Arg1Reg_XSMLL 
Address:  0xB000_0000 + 0x50 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
Arg1Reg_XSMLL 63:0 0x0000_0000_0000_0000 The input arguments of desired instruction  

1.1.3.3 Arg2Reg_XSMLL 
Register Name: Arg2Reg_XSMLL 
Address:  0xB000_0000 + 0x5C 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
Arg2Reg_XSMLL 63:0 0x0000_0000_0000_0000 The input arguments of desired instruction  
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1.1.3.4 ReturnReg_XSMLL 
Register Name: ReturnReg_XSMLL 
Address:  0xB000_0000 + 0x68 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) 

Offset 

Init Value Description 

ReturnReg_XSMLL 63:0 0x0000_0000_0000_0000 The return value of desired instruction (if existed)  

 

1.1.4 Interrupt Registers 
 

1.1.4.1 IrqMskReg_XSMLL 
Register Name: IrqMskReg_XSMLL 
Address:  0xB000_0000 + 0x74 
Size:  32 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
Reserved 31:1 zero Reserved, writes are ignored, read is zero 
IrqMsgReg_XSMLL 0 0b0 0b0: Interrupt for return value is enabled 

 

 

1.1.4.2 IrqPndReg_XSMLL 
Register Name: IrqPndReg_XSMLL 
Address:  0xB000_0000 + 0x7C 
Size:  32 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
Reserved 31:1 zero Reserved, writes are ignored, read is zero 
IrqPndReg_XSMLL 0 0b0 Once return value for desired instruction is ready, this bit is set by HW. This 

 

1.1.5 Test RX Registers  
 

1.1.5.1 TestRxBuffer1Reg_XSMLL 
Register Name: TestRxBuffer1Reg_XSMLL 
Address:  0xB000_0000 + 0x84 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
Reserved 63:0 0x0000_0000_0000_0000 Reserved 

 

 



Project: AXIOM - Agile, eXtensible, fast I/O Module for the cyber-physical era 
Grant Agreement Number: 645496 
Call: ICT-01-2014: Smart Cyber-Physical Systems 
 

Deliverable number: D5.4 
Deliverable name: Final operating system and documentation 
File name: AXIOM_D54-v14.docx  Page 29 of 31 

1.1.5.2 TestRxBuffer2Reg_XSMLL 
Register Name: TestRxBuffer2Reg_XSMLL 
Address:  0xB000_0000 + 0x90 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
Reserved 63:0 0x0000_0000_0000_0000 Reserved 

 

1.1.5.3 TestRxBuffer3Reg_XSMLL 
Register Name: TestRxBuffer3Reg_XSMLL 
Address:  0xB000_0000 + 0x9C 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
Reserved 63:0 0x0000_0000_0000_0000 Reserved 

 

1.1.5.4 TestRxBuffer4Reg_XSMLL 
Register Name: TestRxBuffer4Reg_XSMLL 
Address:  0xB000_0000 + 0xA8 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
Reserved 63:0 0x0000_0000_0000_0000 Reserved 

 

1.1.5.5 TestRxBuffer5Reg_XSMLL 
Register Name: TestRxBuffer5Reg_XSMLL 
Address:  0xB000_0000 + 0xB4 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
Reserved 63:0 0x0000_0000_0000_0000 Reserved 

 

1.1.5.6 TestRxBuffer6Reg_XSMLL 
Register Name: TestRxBuffer6Reg_XSMLL 
Address:  0xB000_0000 + 0xC0 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
Reserved 63:0 0x0000_0000_0000_0000 Reserved 
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1.1.6 XSMLL RDMA  
1.1.6.1 DmaStart 

Register Name: DmaStart 
Address:  0xB000_0000 + 0xCC 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
DmaStart 63:0 0x0000_0000_0000_0000 The start address of dma zone in DDR 

 

1.1.6.2 DmaEnd 
Register Name: DmaEnd 
Address:  0xB000_0000 + 0xD8 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
DmaEnd 63:0 0x0000_0000_0000_0000 The end address of dma zone in DDR 

 

1.1.6.3 Dest 
Register Name: Dest 
Address:  0xB000_0000 + 0xE4 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
Dest 63:0 0x0000_0000_0000_0000 The destination address of DMA performance 

 

1.1.7 Initialization Registers  
1.1.7.1 GlobMemStartReg_XSMLL 

Register Name: GlobMemStartReg_XSMLL 
Address:  0xB000_0000 + 0xF0 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
GlobMemStar- 63:0 0x0000_0000_0000_0000 The start address of global memory region in DDR 

 

1.1.7.2 GlobMemEndReg_XSMLL  
Register Name: GlobMemEndReg_XSMLL 
Address:  0xB000_0000 + 0xFC 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
GlobMemEn- 63:0 0x0000_0000_0000_0000 The End address of global memory region in DDR 

 

1.1.7.3 GlobMemFrameSizeReg_XSMLL  
Register Name: GlobMemFrameSizeReg_XSMLL 
Address:  0xB000_0000 + 0x108 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
GlobMemFrameSiz- 63:0 0x0000_0000_0000_0000 The Size of global memory region in DDR in bytes 
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1.1.7.4 XRQStartReg_XSMLL  
Register Name: XRQStartReg_XSMLL 
Address:  0xB000_0000 + 0x114 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
XRQStartReg_XSMLL 63:0 0x0000_0000_0000_0000 The start address of XRQ table region in DDR in bytes 

 
1.1.7.5 XRQEndReg_XSMLL  

Register Name: XRQEndReg_XSMLL 
Address:  0xB000_0000 + 0x120 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
XRQEndReg_XSMLL 63:0 0x0000_0000_0000_0000 The End address of XRQ table region in DDR in bytes 

 

1.1.7.6 XRQFrameSizeReg_XSMLL  
Register Name: XRQFrameSizeReg_XSMLL 
Address:  0xB000_0000 + 0x12C 
Size:  64 bits 
Type:  Rd/Wr 

Field Name Bit(s) Init Value Description 
XRQFrameSiz- 63:0 0x0000_0000_0000_0000 The frame size of XRQ table region in DDR in bytes 

 
 
1.2 Packet format between XSMLL and NIC and timing 

OPERATION INPUT(bit) OUTPUT(bit) 
TIME 

(Clock Cycle) 

Fifo_enqueue 64(Fp) 64 (Fp) 1 

Fifo_dequeue 64(Fp) 64 (Fp) 1 

Write_register_in BRAM( XWT) 128(fp,ip,sc) 64( ack) 1 

Read_register_in_BRAM(XWT) 64(Fp) 64(FP return) 11 

Write_frame_in_globalMem ( DDR4) 64(Fp) 64( ack)  

Read_frame_in_globalMem ( DDR4) 64( Fp) 64( Fp)  

 


