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GLOSSARY 
ARM – Instruction set architecture developed by ARM Holdings Ltd. 
ASIC – Application-specific integrated circuit 
ATLAS – Automatically tuned lineal algebra software 
BLAS – Basic linear algebra subprograms 
CNN – Convolutional neural network 
FC – Fully-connected layer 
GLFW – Open-source multiplatform library for OpenGL, OpenGL ES and Vulkan 
IP – Intellectual property 
LibAv – Open-source libraries derived from the FFmpeg project to handle multimedia data 
LBP – Local binary pattern 
LRN – Local response normalization 
Mali – A GPU microarchitecture developed by ARM Holdings Ltd. 
Mercurium – OmpSs compiler 
MKL-DNN – Intel Corporation math kernel libraries for deep neural networks 
Nanos++ – OmpSs runtime 
NEON – SIMD extensions for the ARM instruction set 
NDA – Non-disclosure agreement 
NIC – Network interface 
OpenGL ES – Reduced specification of the OpenGL standard that targets embedded devices 
PL – Programmable logic 
PReLU – Parametric rectified linear unit 
Qt – Cross-platform application framework developed by The Qt Company 
ROC – Receive operating characteristic 
RTL – Register transfer language 
RTSP – Real-time streaming protocol 
SDSM – Software Distributed Shared Memory 
SIMD – Single instruction, multiple data 
SMT – Simultaneous multithreading 
SoC – System on chip 
SGEMM – Single-precision floating-point general matrix multiply 
STD – Standard deviation 
SVS – Smart surveillance scenario for the AXIOM board 
SHL – Smart home living scenario developed for the AXIOM project 
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1 Executive summary 
This document is a short guide through the software release that is part of Task T5.3. The software re-
lease includes a complete software stack starting from the AXIOM Linux drivers and arriving to the 
OmpSs@ cluster programming library. 

The release also includes a QEMU emulation framework that is able to emulate the AXIOM-link, and 
a VirtualBox image with all software preinstalled to ease the distribution and testing of the developed 
software. A small tutorial accompanied by a short video shows how to use the software on two exam-
ple applications: a matrix multiply and an Nbody simulation. 

All this software has been released on the project public website (as due) on the 31st January 2017: 

 http://download.axiom-project.eu  

  



Project: AXIOM - Agile, eXtensible, fast I/O Module for the cyber-physical era 
Grant Agreement Number: 645496 
Call: ICT-01-2014: Smart Cyber-Physical Systems 
 

Deliverable number: D5.3 
Deliverable name: Parallel programming Library and documentation 
File name: AXIOM_D53-v05.docx  Page 6 of 15 

 

2 Introduction 
The content of this document is a set of “pointers” to a large quantity of public material, repositories, 
documentation and videos developed in the context of the AXIOM project. It also offers a brief guide 
that enables external users to re-use (for research, study or further development) the AXIOM stack at 
the current development stage. The results of D5.3 represents also the completion of the efforts initi-
ated in the Task T5.2 and already documented in D5.2. 

During the development of the software stack, we preferred to test the functionality of it on a QEMU 
based platform (in line with the Xilinx recommendations and related tools). 

2.1 Document structure 
Section 3 provides a short description of the AXIOM architecture, useful to understand the various 
subsystems. Section 4 includes a description of the various subsystems, providing their location and 
documentation pointers. Section 5 provides a short guide on how to use the AXIOM software stack. 
Finally, Section 6 includes a list of all the files object of this release. 

 

2.2 Relation to other deliverables 
This document is linked to the following internal deliverables of the AXIOM project: 

D5.1 Operating system and documentation 

This document describes in detail the implementation of the AXIOM Linux distribution for 
the AXIOM board, and the AXIOM NIC interface. 

D5.2 Remote Memory Access 

This document describes the cluster setup, memory organization, memory allocator, and task 
synchronization. It also include details on the implementation of the Parallel Programming li-
brary. 

D4.2 AXIOM Code Generation and instrumentation 

This document describes the OmpSs compilation and FPGA support as well as the instrumenta-
tion mechanism present in OmpSs 

2.3 Tasks involved in this deliverable 
Task 5.3 (month 6 - 24): Parallel programming library 

What: 

This task will consist of the porting of the Nanos++ library supporting OmpSs, on the reference plat-
form, made by partner BSC in collaboration with partner EVI. 

How: 
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BSC with the help from partner EVI for integration. Nanos++ will implement the runtime support for 
the target directive as defined in Task 4.2. The implementation consists of the necessary data move-
ments from the ARM main memory to the FPGA and vice-versa, and the management will start and 
manage of the application kernels on the FPGA. Nanos++ will rely on the remote memory access 
mechanism developed in Task T5.2 to run tasks on remote boards. Our work will include the devel-
opment of a caching mechanism across boards to reduce the need for communication, and overlap as 
much as possible computation and communication. 

Expected output: 

- The software developed in this task – running on the reference platform- released as Open-Source 
software, and added onto our Nanos++ distribution in the BSC website pm.bsc.es/nanox. 

 

D5.3: Parallel programming library and documentation [24] 

This deliverable will consist in an update of deliverable D5.1 with the addition of the Linux kernel 
driver for the highspeed interconnect developed in Task 5.1, the Remote Memory Access mechanism 
developed in Task 5.2 and the library for parallel programming developed in Task 5.3. 

 

3 The AXIOM cluster and the AXIOM software stack 
The AXIOM system is composed by a set of computing boards connected together to form a cluster 
configuration called “AXIOM-cluster”. The connection between boards is implemented through the 
AXIOM-link, which is a custom network interface (NIC) developed in the Xilinx Zynq FPGA as part 
of the AXIOM project. 

For the sake of developing the software stack, we implemented an emulation layer based on the 
QEMU emulator also following the Xilinx recommendations for using their SoC/FPGA products. The 
emulation layer is able to emulate both the AXIOM network interface (NIC) registers, as well as the 
connections between the boards. In particular, the latest versions refer to the Zynq Ultrascale+ (64-bit) 
platform. 

Figure 1 presents the high-level view of the AXIOM software stack. In particular, we note in the 
background that all nodes are interconnected (as planned) through the AXIOM-link. Moreover, each 
board has an FPGA part, including the AXIOM NIC and the XSMLL Layer. The current release, de-
scribed in this document, includes an emulation of the AXIOM NIC, and does not include an emula-
tion of the XSMLL Layer (not part of this task). The software stack is then running on each board, 
and is composed by the following set of main components: 

● A Linux distribution (not shown in the Figure). The current release includes a minimal 
buildroot distribution (by the end of the AXIOM project, a complete distribution based on the 
PetaLinux SDK with an Ubuntu 16.04LTS root filesystem will be implemented, see D5.1); 

● A set of device drivers (used to provide support for the AXIOM NIC and for the AXIOM 
Memory Allocator); 

● A set of user libraries to handle the interfacing between the applications and the kernel driv-
ers; 
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● A set of utility applications, including the daemon axiom-init and the axiom-run 
spawner; 

● The OmpSs programming libraries, including Nanos++, GASNet, and the AXIOM GASNet 
conduit; 

● The compilation toolchain, including the GCC cross-compiler developed as part of Buildroot, 
and the Mercurium source-to-source compiler. 

 
The following Section contains a list of the software packages, including a short description. In order 
to simplify the usage of the software stack, at this stage we provided a pre-installed VirtualBox virtual 
machine, with an accompanying video, in Section 5. 

 

 

Figure 1 - The AXIOM software stack. 

 

4 Components of the software stack 
The following is a list of the main components of the AXIOM software stack. It is meant as a refer-
ence that will help to navigate the various packages and directories. 
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4.1 AXIOM Drivers, User libraries and applications 

4.1.1 AXIOM NIC driver and libraries source code 
● Short Description: Implementation of AXIOM NIC device driver, User Space libraries and 

documentation. 
● Repository: https://git.axiom-project.eu/axiom-evi-nic  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/axiom-evi-nic 
● Doxygen Documentation: in axiom-v0.11-doxygen PDF or HTML,  

files/axiom-evi-nic 

4.1.2 AXIOM allocator source code 
● Short Description: Implementation of the three level AXIOM allocator. 
● Repository: https://git.axiom-project.eu/axiom-allocator  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/axiom-allocator 
● Doxygen Documentation: in axiom-v0.11-doxygen PDF or HTML, 

files/axiom-allocator 

4.1.3 AXIOM memory driver source code 
● Short Description: Implementation of the memory device driver to handle virtual to physical 

memory mapping. 
● Repository: https://git.axiom-project.eu/axiom-evi-allocator-drv  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/axiom-evi-

allocator-drv 
● Doxygen Documentation: in axiom-v0.11-doxygen PDF or HTML, 

files/axiom-evi-allocator-drv 

4.1.4 AXIOM memory library source code 
● Short Description: Implementation of 3 level software allocator based on LMM. 
● Repository: https://git.axiom-project.eu/axiom-evi-allocator-lib  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/axiom-evi-

allocator-lib 
● Doxygen Documentation: in axiom-v0.11-doxygen PDF or HTML, 

files/axiom-evi-allocator-drv 

4.1.5 AXIOM application source code 
● Short Description: Implementation of AXIOM support application and daemons (axiom-

init, axiom-run, etc.) 
● Repository: https://git.axiom-project.eu/axiom-evi-apps  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/axiom-evi-apps 
● Doxygen Documentation: in axiom-v0.11-doxygen PDF or HTML, 

files/axiom-evi-apps 
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4.1.6 AXIOM scripts 
● Short Description: Makefile and scripts to compile the all components of the AXIOM soft-

ware stack. 
● Repository: https://git.axiom-project.eu/axiom-

evi/tree/master/scripts/  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/scripts 

4.1.7 AXIOM tests 
● Short Description: Regression and benchmark tests for AXIOM NIC, GASNet and OmpSS. 

● Repository: https://git.axiom-project.eu/axiom-
evi/tree/master/tests/  

● Directory in the source zip file: axiom-evi-src-v0.11.tgz/tests 

4.2 GASNet conduit 
● Short Description: Modified version of GASNet library that includes the new AXIOM con-

duit. 
● Repository: https://git.axiom-project.eu/axiom-evi-gasnet  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/axiom-evi-gasnet 

4.3 OmpSs framework 

4.3.1 Extrae 
● Short Description: Modified version of Extrae to support the trace of IOCTLs and AXIOM 

API. 
● Repository: https://git.axiom-project.eu/axiom-evi-extrae  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/axiom-evi-extrae 
● Documentation: https://tools.bsc.es/extrae  

4.3.2 Mercurium 
● Short Description: Modified version of mcxx to support AXIOM GASNet conduit and cross-

compilation. 
● Repository: https://git.axiom-project.eu/axiom-evi-mcxx  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/axiom-evi-mcxx 
● Documentation: https://pm.bsc.es/mcxx 

4.3.3 Nanos++ 
● Short Description: Modified version of nanox to support AXIOM GASNet conduit and cross-

compilation. 
● Repository: https://git.axiom-project.eu/axiom-evi-nanox  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/axiom-evi-nanox 
● Documentation: https://pm.bsc.es/nanox 
● OmpSs User’s Guide: https://pm.bsc.es/ompss-docs/user-guide/ 
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4.4 Emulation and operating system 

4.4.1 Buildroot 
● Short Description: Modified version of Buildroot to generate the kernel, filesystem and the 

GCC toolchain for the AXIOM board. 
● Repository: https://git.axiom-project.eu/axiom-evi-buildroot  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/axiom-evi-

buildroot 

4.4.2 Linux 
● Short Description: Modified version of Linux to support AXIOM board emulated in QEMU. 
● Repository: https://git.axiom-project.eu/axiom-evi-linux  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/axiom-evi-linux 

4.4.3 QEMU 
● Short Description: Modified version of QEMU to emulate the AXIOM-NIC device. 
● Repository: https://git.axiom-project.eu/axiom-evi-qemu  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/axiom-evi-qemu 

4.4.4 u-boot 
● Short Description: Modified version of u-boot to support AXIOM board. 
● Repository: https://git.axiom-project.eu/axiom-evi-u-boot  
● Directory in the source zip file: axiom-evi-src-v0.11.tgz/axiom-evi-u-boot 

 

5 Using the AXIOM software stack 
The installation procedure of the AXIOM software stack is documented in the README file stored 
inside the axiom-evi-src-v0.11.tgz package. The installation can be performed on a Linux 
host machine with a recent distribution (in our case we used Ubuntu 16.04LTS). 

In order to simplify the installation procedure, we provided a pre-installed VirtualBox virtual ma-
chine, which is able to run the complete system, including QEMU. The Virtual Machine is stored in 
the file Ubuntu_16_04_64bit_EVI-v0.11.vdi.7z, and can be executed using VirtualBox 
(http://www.virtualbox.org). When running the Virtual Machine, please provide a few Gb 
of RAM and at least 2 VCPU. As a reference, the Youtube video below has been run with 4 GiB of 
RAM and 2 VCPU. This VirtualBox image also includes all the repositories that contain the code de-
scribed in this document under the directory: 

/home/axiom/axiom-git/axiom-evi 

The remaining of this Section is a short tutorial that guides you on a first trial of the AXIOM software 
stack. In order to make the tutorial simpler, we recorded an execution of the described steps inside a 
Youtube Video, which is publicly available at the following address:  
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Video title: The AXIOM software stack emulated on QEMU  
https://www.youtube.com/watch?v=fT7SLVXlkOU 

Please note that the video is meant to be little more than the recording of the commands below, and is 
not meant of a general presentation of the AXIOM project. 

In order to login into the Virtual Machine, please use the following credentials: 
 Username: axiom 
 Password: axiom 

Open a terminal. Please execute the following commands: 

cd /home/axiom/axiom-archive/  
cd axiom-nic-evisim-v0.11 

● These two commands move you to the directory where the QEMU installation is lo-
cated. 

 

make VMS=3 run log 

● This command starts 3 QEMU virtual machines, with QEMU logging enabled. 
● Each QEMU instance emulates a Xilinx Ultrascale+, 64 bit, with 4 cores each; 
● The AXIOM-link network is configured with a ring topology. 

 

In the QEMU console, once the QEMU guest Linux system has booted: 

● on all nodes but one: 
 cd /root/ 
 ./axiom-startup.sh 
in order to start the AXIOM subsystem (including loading kernel modules and the axiom-
init daemon) on the node as a slave. 

● on the last node: 
 cd /root/ 
 ./axiom-startup.sh -m 
in order to start the last node as master. This will trigger also the discovery algorithm and 
routing table distribution, which will be printed on the console by all nodes. 

 

On the console of one of the nodes, please try the following axiom applications (the complete list is 
available by typing axiom- on the console, and then the tab command twice): 

axiom-whoami 

● prints the current node number. 
 

axiom-ping -d 1 

● pings (talking to the axiom-init daemon running on all nodes) node 1. 
 

axiom-netperf -d 1 -t long -l 2M 
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● starts a netperf to node 1 with message type long and 2 Mbytes payload. 
On a new terminal in the VirtualBox system, we can now setup the toolchain for the compilation with 
Mercurium using the following commands: 

 cd /home/axiom/axiom-archive/axiom-evi-toolchain-v0.11/  
 ./setup_toolchain.sh 

After that, it is possible to compile two examples included in the distribution (a matrix multiply and 
an Nbody simulation) with the following commands: 

 cd examples  
 make 

Once compiled, it is possible to copy the binaries to the QEMU guests, using the following command: 

 ./utils/host/copy_to_guests.sh -n 3 -o ./output 

Note: -n 3 has to match the VMS parameter above. The previous script copies the contents of 
./output directory in the /tmp directory of the guests. 

At this point, on one of the QEMU nodes, we can start the matrix multiplication example with: 

 cd /tmp  
 ./run_test_ompss_extrae.sh ./ompss_evimm 

Please note that this example will launch the application with Extrae tracing enabled. To launch the 
demo without Extrae enabled, please use the following command: 

 ./run_test_ompss.sh ./ompss_evimm 

Once run, it is possible to collect the traces on the various nodes. In a typical OmpSs execution, the 
OmpSs would have collected the Extrae traces automatically from the nodes of the cluster by using 
scp. In our case, the minimal buildroot system we prepared for QEMU guests does not have the scp 
command, nor the disk space to store the merged trace. For that reason, we use a script on the Virtu-
alBox guest console: 

 cd utils/host  
 ./extrae_merge.sh -d /tmp -n 3 

The command copies the trace files from the /tmp directory of the 3 guests and merges them.. 

Note: -n 3 has to match the VMS parameter above. 

As a result, the script prints the destination directory in which the Extrae merged trace has been cop-
ied. In the Video, the directory was: 

20170126_153922_trace/output.prv 

 

At this point, it is possible to launch the PARAVER viewer using the following command: 
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cd 20170126_153922_trace 

wxparaver output.prv ../paraver_cfg/axiom_API.cfg 

in order to start PARAVER with the configuration of the set of additional events created by the AXI-
OM process. 

At the end of an execution, before running another example, please remember to clean up the Extrae 
trace on all QEMU nodes, running the following commands on each QEMU guest: 

cd /tmp/  
rm -rf set-0  

To launch the Nbody test, please use: 

 ./run_test_nbody_extrae.sh 256 5 

If not present, the particles file is created on the fly. 

Similar commands as in the matrix multiply example can be used to collect the traces, merge them 
and show them with PARAVER. 
 

6 Archive released 
The following is a list of the packages included as part of this release of the AXIOM project software 
stack. All files are available for public download from the following address: 

 https://download.axiom-project.eu/?dir=RUNTIME  

● axiom-nic-evisim-v0.11.tgz 
○ Tarball that contains the precompiled version of the AXIOM NIC simulator with 

QEMU (+ Axiom NIC emulation) and the buildroot filesystem with the AXIOM 
drivers, AXIOM libraries, OmpSS libraries and user-space applications. 

● axiom-evi-toolchain-v0.11.tgz 
○ Tarball that contains the toolchain to cross-compile applications for the guests (gcc + 

Mercurium). There are also some examples to cross-compile. 
● Ubuntu_16_04_64bit_EVI-v0.11.vdi.7z 

○ VirtualBox image (Ubuntu 16.04 LTS x86_64) with source and precompiled version 
of the AXIOM NIC simulator.  

● axiom-evi-src-v0.11.tgz 
○ Archive that contains all the source repositories. There is a README inside, which 

explains how to compile the AXIOM software stack. 
● axiom-v0.11-doxygen.pdf 

○ Documentation of AXIOM libraries and user-space application generated by Doxy-
gen. 

● axiom-v0.11-doxygen-html.tgz 
○ Archive that contains the HTML documentation of AXIOM libraries and user-space 

application generated by Doxygen. 
● axiom_nic_datasheet-v0.11.pdf 

○ Datasheet of the AXIOM NIC interface emulated on QEMU. 
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7 Confirmation of DoA objectives and Conclusions 
This document shortly described the open-source release of the software developed during the first 
two years of the AXIOM Project. The software includes a full network stack with RDMA support, 
emulated on a QEMU infrastructure. The software also includes the complete support for the Om-
pSs@cluster Parallel Programming Library, including support for the AXIOM cluster configuration 
and the possibility to trace the software execution using the Extrae tool. 

In order to simplify the deployment and diffusion of the stack, everything has been packaged in a Vir-
tualBox Virtual Machine, and a video has been recorded to show the main steps to do in order to run 
the complete system. 

Other publications of the project [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] are reported in the ref-
erence list. 
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