Project:AXIOM - Agile, eXtensible, fast I/O Module for the cyber-plysical era
Grant Agreement Numbe645496
Call: ICT-01-2014: Smart Cyber-Physical Systems

H2020 FRAMEWORK PROGRAMME
ICT-01-2014: Smart Cyber-Physical Systems

PROJECT NUMBER: 645496

AEOM

Agile, eXtensible, fast I/O Module for the cyber-plysical era

D3.1 — Scenarios and requirements Report

Due date of deliverable: $Danuary2016
Actual Submission: '9February 2016

Start date of the project® February 2015 Duration: 36 months
Lead contractor for the deliverable: UNISI

Revision See file name in document footer

Project co-founded by the European Commission
within the HORIZON FRAMEWORK PROGRAMME (2020)

Dissemination Level: PU

PU Public

PP | Restricted to other programs participant (includimg Commission Services)

RE | Restricted to a group specified by the consortiuntiding the Commission Services)

CO | Confidential, only for members of the consortiumc{uding the Commission Services)

Change Control

Version# | Date Author Organization Change History
0.1 09.01.2016 Antonio Rizzo UNISI Initial version

0.2 15.01.2016 David Oro HERTA Added SVS

0.3 22.01.2016 Nicola Bettin VIMAR Added SHL

1.0 28.01.2016 Antonio Rizzo UNISI Final version

1.1 02.02.2016 Antonio Rizzo UNISI Appendixes A,B,

Release Approval

Name Role Date
Antonio Rizzo WP Leader 02.02.2016
Roberto Giorgi Project Coordinator for formal deligble 02.04.2016

Deliverable numberD3.1
Deliverable nameScenarios and requirements Report
File name:AXIOM-D31-v4.docx Page 1 of 44



Project:AXIOM - Agile, eXtensible, fast I/O Module for the cyber-plysical era
Grant Agreement Numbe645496
Call: ICT-01-2014: Smart Cyber-Physical Systems

The following list of authors will be updated tdleet the list of contributors to the document.

Antonio Rizzo, Francesco Montefoschi, Sara Ermini
Department of Social, Political and Cognitive Sces
University of Siena — UNISI — AXIOM

David Oro
RD department
Herta Security - HERTA — AXIOM

Nicola Bettin
RD department
VIMAR spa — VIMAR — AXIOM

© 2015-2018 AXIOM Consortium, All Rights Reserved

Document marked as PU (Public) is published iny)té&br the AXIOM Consortium, on thesww.AXIOM-
project.euweb site and can be distributed to the Public.

All other trademarks and copyrights are the prgpefttheir respective owners. The list of authoeslmot im-
ply any claim of ownership on the Intellectual Redjes described in this document.

The authors and the publishers make no expressaptied warranty of any kind and assume no resibiirs
ties for errors or omissions. No liability is assdrfor incidental or consequential damages in cctime with
or arising out of the use of the information conéal in this document.

This document is furnished under the terms of théOM License Agreement (the "License") and may dngy
used or copied in accordance with the terms olLtbense. The information in this document is a wirlpro-
gress, jointly developed by the members of AXIOMnEartium ("AXIOM") and is provided for informatioha
use only.

The technology disclosed herein may be protectedrigyor more patents, copyrights, trademarks aricide
secrets owned by or licensed to AXIOM Partners. péeners reserve all rights with respect to sechiiology
and related materials. Any use of the protectedrielogy and related material beyond the terms efLibense
without the prior written consent of AXIOM is prdiiied. This document contains material that is ictanttial
to AXIOM and its members and licensors. Until paltion, the user should assume that all mater@itamed
and/or referenced in this document are confideatia proprietary unless otherwise indicated or eggigrom
the nature of such materials (for example, refezerio publicly available forms or documents).

Disclosure or use of this document or any matemaitained herein, other than as expressly permiiseglro-
hibited without the prior written consent of AXIOBF such other party that may grant permission ® its
proprietary material. The trademarks, logos, amdice marks displayed in this document are thestegéd and
unregistered trademarks of AXIOM, its members asdidgensors. The copyright and trademarks owne&Xy
IOM, whether registered or unregistered, may notiged in connection with any product or service ihiaot
owned, approved or distributed by AXIOM, and may bbe used in any manner that is likely to caus¢ocnsr
confusion or that disparages AXIOM. Nothing congairin this document should be construed as grayng
implication, estoppel, or otherwise, any licenseigit to use any copyright without the expresstemn consent
of AXIOM, its licensors or a third party owner afyasuch trademark.

Printed in Sena, Italy, Europe.

Part numberPlease refer to the File name in the document footer.

EXCEPT AS OTHERWISE EXPRESSLY PROVIDED, THE AXIOM SPEGIRATION IS PROVIDED BY AXIOM TO
MEMBERS "AS IS" WITHOUT WARRANTY OF ANY KIND, EXPRESSIMPLIED OR STATUTORY, INCLUDING
BUT NOT LIMITED TO ANY IMPLIED WARRANTIES OF MERCHANTABLITY, FITNESS FOR A PARTICULAR
PURPOSE AND NONINFRINGEMENT OF THIRD PARTY RIGHTS.

AXIOM SHALL NOT BE LIABLE FOR ANY DIRECT, INDIRECT, INCDENTAL, SPECIAL OR CONSEQUENTIAL
DAMAGES OF ANY KIND OR NATURE WHATSOEVER (INCLUDING, WTHOUT LIMITATION, ANY DAMAGES
ARISING FROM LOSS OF USE OR LOST BUSINESS, REVENUE, PRCHIDATA OR GOODWILL) ARISING IN
CONNECTION WITH ANY INFRINGEMENT CLAIMS BY THIRD PARTIESOR THE SPECIFICATION, WHETHER
IN AN ACTION IN CONTRACT, TORT, STRICT LIABILITY, NEGUGENCE, OR ANY OTHER THEORY, EVEN IF
ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

Deliverable numberD3.1
Deliverable nameScenarios and requirements Report
File name:AXIOM-D31-v4.docx Page 2 of 44



Project:AXIOM - Agile, eXtensible, fast I/O Module for the cyber-plysical era
Grant Agreement Numbe645496
Call: ICT-01-2014: Smart Cyber-Physical Systems

TABLE OF CONTENTS
EXE@CULIVE SUIMIMATY .couviiiissssmssmsssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssasssssssssssesssssasssssassssanes 4
GLOSSARY ctttsmsussmssssmssssssssssssssssassssssssssssssssssssssssssssssssss sessssssss sesassesss sessssessssassssnssesss nsnssesassnsss nsassnns 5
3 I 41 0 L) U 00 ) 6
1.1 DoOCUMENT SEFUCEULIC ..o s 6
1.2  Relation to other deliverables.......... s ———————— 6
1.3  Tasks involved in this deliverable....... s —————— 6
2 Scenario and requirement definition ... ——————— 6
2.1 Trending applications/services in SVS and SHL ... 7
2.1.1 Assessed applications aNd SEIVICES......oeeuneeneensessessesssesss s sesssessss s ssssssssssssssaseens 7
2.2 SCENAriOS ENVISIONING....ccuiiiiismsismssismssssssssmsssssssssssss s s s s sns s ms s s sas s smnasanes 8
2.3 FPGA DOAIdS SUIVEY ...cccersmsmsmsmsssssmssssssssssssssssssssssssssssssssassssssssssssssssssssasassssssssssssssssssssssssasasasssssssss 8
2.3.1 BOTEOIM LN .ouveeieceeeceeeeeesresecs st seee s ses s s s s s n s 10
2.4  Scenario definition and reqUIremMEents ... m——————————————— 10
241 SMArt Video SUTVEILIANCE ..c.uceereeseeseteesseeeceseeseseessee e sessesss e ssses s ssess st sesasssnees 10
2.4.2 SMArt HOME LIVING ...coiieriieeesessessesessesesesessessessessssssssss s s ssssssssssssssssssssesssssessesssssssssssssaes 14
/28 T 0 11 o 11 18
2.5.1 Definition of the early benchmark Setu....usesss s 18
2.5.2 Proposal of a modular architecture based on tWo UNits ......c.coneonnreneenneeseesneseeseennes 20
2.5.3 Definition of testing based on modularity and acceleration..........oeeneeenerneeseennes 20
3 Confirmation of DOA ODJECtIVES ... 21
% S 0 4 Ul L1 () o L, 21
WL ] 0= 1 0. N 22
W2 07 0 =3 1 1 10 5 5 29
12 0] 0 =3 1 Lo 0. G 36
23 () o) 1 Lol 43

Deliverable numberD3.1
Deliverable nameScenarios and requirements Report
File name:AXIOM-D31-v4.docx Page 3 of 44



Project:AXIOM - Agile, eXtensible, fast I/O Module for the cyber-plysical era
Grant Agreement Numbe645496
Call: ICT-01-2014: Smart Cyber-Physical Systems

Executive summary

This document reports the production of two scesarone for each domain, Smart Home Living
(SHL) and Smart Video Surveillance (SVS), and thlated requirements. The scenarios definition
was the output of the following process: i) A ravief trending applications/services in the domdin o
Smart Video Surveillance and Smart Home Living;Ai)collection of scenarios envisioned by the
partners in the consortium; iii) A survey of cutr€®GA products and projects.

i) Application Review - In the first phase we proéd a review of trending applications concerning
SVS and SHL. The aim of this investigation isridividuate case studies.

if) Scenario production - All the project membensl atakeholders have been invited to freely propose
envisioning scenarios for the application domailigh the contribution of stakeholders from the en-
tire value chain, we have selected and refined tyverenarios considered worthwhile for benchmark-
ing our approach.

i) FPGA Survey - All the project partners havesheasked to fill a survey concerning recent FPGA
boards proposals in order to support the decisiongss about the AXIOM architecture. All the part-
ners expressed their opinion on the FPGA boardgitioigp the survey (about pros, cons, community,
modularity, programmability and power consumptid/gedbacks have been then summarized, high-
lighting the main features and characteristicshefdnalyzed boards. Despite some board showed the
salient AXIOM features, none of them combines ladl teatures, proving that there is no board which
has features that are overlapping with our feasette in particular for what concerns easy program-
mability and scalability.

Finally, among all the proposed scenarios, we ssflecefined and detailed in respect to the computa
tional challenges two scenarios, one per domaie. Sebected scenarios exploit the AXIOM architec-
ture from the computational point of view. Thesersrios will represent also a common ground on
which simulations and porting will be made. Moreguhese scenarios contribute to define a first
precise hardware specification.
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GLOSSARY

ADC — Analog to digital converter

ALU — Arithmetic logic unit
AXIOM:-link — the interconnects that permits boaodioard communication in AXIOM

Beagle — Contraction of BeagleBone, a single boardputer

Bitstream — the binary code used for configuring

CNN — Convolutional neural network

DAC - Digital to analog converter

DoA — Description of Action (acronym set by the &uean Commission)
FPGA — Field Programmable Gate Array

GPU - Graphics processing unit

GUI — Graphical user interface

IDE — Integrated development environment

IP — Internet Protocol

LBP — Local binary patterns
Mercurium — the OmpSs compiler

NEON — A SIMD architecture extension for the ARMr@&x-A processor

OmpSs — Extension of OpenMP programming model pperi task dataflow programming
OmpSs@FPGA — FPGA extension of OmpSs

OmpSs@Cluster — Cluster extension of OmpSs

Raspy — Contraction of Raspberry PI, a single boandputer

RTSP — Real Time Streaming Protocol

SATA — Serial AT Attachment

SDK — Software development kit

SHL — Smart Home Living — one of the key AXIOM sa€ns

SIMD - Single instruction multiple data

SPI — Serial Peripheral Interface

SVS — Smart Video Surveillance — one of the key @Ml scenarios

SoC - System on Chip

UART — Universal asynchronous receiver/transmitter

VHDL - VHSIC Hardware Description Language

ZYNQ — A System-on-Chip commercialized by XILINXhieh includes FPGA and CPUs
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1 Introduction

1.1 Document structure

This Deliverable contains a report on the work altba envisioned scenarios and (related hardware
requirements) for the AXIOM architecture. The waskeported in a single section, Section 2, orga-
nized as follows:

e Section 2.1, where trending application and sessietated to our domains are analyzed and
reported

Section 2.2, where all the envisioned scenarioseperted

Section 2.3, where the result of the FPGA boardgesus summarized

Section 2.4, where the two scenarios are refinediarelated requirements are expressed
Section 2.5, where an early benchmark set is pegpos

1.2 Relation to other deliverables
This deliverable and the related Milestone 3.1 @wnput to:

» Deliverable 6.1 (redacted from partner SECO) fadhare definition;
* Deliverable 7.1 (from UNISI) for testing and platio evaluation;
» Deliverable 4.1 (BSC) and 5.1 (EVI) for the appiica porting.

1.3 Tasks involved in this deliverable
This deliverable is the result of the work develbpetasks:

» Task 3.1 Definition of Scenarios for SHL and SVS Case &sid
Scenario collection and production in the domain of Smart Home/Living (SHL) and Smart
Video-Surveillance (SVS) carried out by Contextual Inquiries methods on the field with end
Users and Stakeholders.

» Task 3.2 Proof of Concept and Porting of SHL and SVS Catselies
Selection, envisioning and refinement of Scenarios to be put in to scene by prototypes of AX-
IOM architecture in the domain of Smart Living/Home and Smart Video-Surveillance.

2 Scenario and requirement definition

At month m9, we collected and produced scenaridgenSHL/SVS domains. A prerequisite was to

take in consideration the most promising SHL/SV&ises and applications. Then all the partners in

WP3 were invited to submit their own vision of froming services and products. We also arranged
a survey on the existing and envisioned FPGA bordsder to support the decision process about
the AXIOM architecture.
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At m12, we selected and refined the envisionedat@n These scenarios will represent a common
ground on which both simulations and porting wél itmade. Computational challenges have been ar-
ticulated in growing steps of complexity.

2.1 Trending applications/services in SVS and SHL

We took in consideration Smart Home Living (SHL)da8mart Video Surveillance (SVS) ser-

vices/applications and reviewed some of the mosinming case studies from a technological and
business innovation point-of-view. Such case studre related to the production of scientific paper

and at the same time received attention from media.

Video surveillance and smart home sectors, comgigtevith other areas of research, deal with a hot
topic in computer science: the algorithms and @ses related to machine learning. A rough inquiry
on Google Scholar, reported in Table 1, pointstbat more than half of the publications produced in
the last two years about the smart home and sritlrd \surveillance take care of the theme of learn-

ing.

Table 1. Number of publications related to SVS/SHL ad “learning”

Google Scholar query Number of results

“smart video surveillance” [1] 896
“smart video surveillance” learning [2] 469
“smart home” [3] 19600
“smart home” learning [4] 15000

Machine learning branches related to neural netsydike deep learning and convolutional neural
networks, are currently actively employed in explgrnew services and products. Those computer
science technigues are not new, but dates badketedrly 90's. However, only recently they have
been considered for real world due to the proltferaof low-cost high performance computing
hardware on the mass market.

Machine learning is opening up very interestingspectives. For this reason, we devoted some atten-
tion on services and applications using it. Howeites important to point out that we are not mte
ested in machine learning itself, but we are ratharested in its exploitation, for the customiaat

of video surveillance and smart home applicatiémem the research point-of-view, our case studies
are related to classification purposes, while froproduct and market point-of-view, the goal is the
customization and the user experience relatedetaahtext of use.

2.1.1 Assessed applications and services

We examined several services and applications b@s@tachine learning techniqgues somehow relat-
ed to SHL and SVS.
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In Appendix A, we report a list of what we consielgéthe most interesting ones, based on the interest
in the specialist press, their impact and the afdity on the market and the investments received.

2.2 Scenarios envisioning

In parallel with the survey of the state of art,thé partners in WP3 were invited to submit tloeun
vision of forthcoming services and products withepécific constraints. The partners produced the
following envisioned scenarios in the domain of SAfel SHL.

The list of the envisioned scenarios is availalbldppendix B.

2.3 FPGA boards survey

In order to support the decision process aboutAKEOM architecture, we prepared a survey con-
cerning recent proposals (successful or not) of ABGards. Their architecture and potential domain
of applications represent a good indicator of tineent zeitgeist.

We selected about twenty boards and invited allXOM partners to express their opinion, feeling,
intuition about the projects so to contribute teate a more solid common ground that will help the
project design team to put forward the first erongid solution.

All the partners expressed their opinion compilingurvey. Most of the boards presented in the sur-
vey are coming from crowdfunding initiatives, soofethem succeeded some failed, but what is im-

portant is that all have been presented for thefistoned potentialities and received comments and
remark by the potential users. Furthermore, wetd@avihe partners to explore some sources related to
these projects before expressing their opinion atth@se main aspects:

Pros: describe one (or more) positive aspect efRRGA project

Cons: describe one (or more) negative aspect ®HRAGA project

Community: rate the support, documentation and coniityy system

Modularity and Scalability: evaluate the possilgitib interconnect more boards
Programmability: easiness and diffusion of prograngnenvironment

Power: low energy and efficient solution

At the end of the survey, we resumed the feedbackscomments expressed by all the partners in a
summary. We report the main features and charatitsriof the boards analyzed in Appendix C.
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Table 2. A quick overview on the recent FPGA-baseddards.
AXIOM-related aspects are highlighted.

Stand ATMEL basec
FPGA / CPU RAM alone Arduino Connettivity Programmability
LOGi FPGA Spartan6 LX9 256MB  |No Pinout SATA, Raspy/Beagle, SPI |IDE, GUI
MiniSpartan6+ [Spartan6 LX9/25 32MB Yes -- 10 ports, DAC, ADC IDE, GUI
ATmega32U4, Mega
Papilio DUO Spartan6 LX9 2MB Yes pinout Wings IDE, GUI
ATmega32U4, custom
MOJO Spartan6 LX9 -- Yes pinout - IDE, GUI
SmartZynq Zynq 7010/7020 8Gb No -- Fast network andoard2boarfHard
Zyng 7010/7020 Gigabit ethernet4 high spesd
Parallella 16-core Ephiphany [1GB Yes -- connectors Standard tools
aijuboard Zynq 7015 1GB Yes -- SATA, gigabit ethernet Standard tools
Gigabit eth, 4 fast analog |n-
RED PITAYA Zyng 7010 512MB  [Yes -- puts Standard tools
OHO Spartan 3E -- Yes -- 10 ports Xilinx ISE only
Analog and digital input
RetroCade Synth|Spartan 3E or LX9 |4MB No -~ MIDI, audio jacks ?
PAPILIO Spartan 3E 8MB Yes -- Wings No SDK
Lattice MACHXO2-
TRIFDEV 1200 -- Yes Partial pinout, 12C 10 ports No SDK
owlBoard Spartan6 LX9 -- Yes -- 10 ports No SDK
ATmega32U4 and Arduino IDE,
Alan Spartan6 LX45 -- Yes pinout 10 ports Xilinx ISE
4CH sig.gen Spartan6 LX9 -- Yes -- 4 DAC None
Logitraxx Spartan6 LX9 64MB Yes Compatible with shieldgO ports No SDK
Spartan6 LX9
KromalLights Cortex-M3 256MB |Yes Arduino Due (SAM3X)|LVDS, CAN, USART SDK (Ardunio IDE?)
Spartan6 LX9
CrystalBoard 4-core Cortex-A9 2GB Yes Atmega328, Uno pinoyEthernet, wifi ?
Atmel XMega32 (to
PSHDL board  [Actel A3PN250 -- Yes program FPGA) UART, IO ports Simplified VHDL
Helix-4 Altera Cyclone 4 (22#MB Yes Arduino Uno shield  |IO ports Altera Quartus Il IDE
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2.3.1 Bottom line

A year after the presentation of the project, essinall the elements of the objectives propobgd
AXIOM (small flexible and energy efficient board,odularly scalable, easy programmable with an
easy interconnection to the cyber physical worl@) sill targets that are not fully achieved byesth
systems.

In addition, the survey shows how the featurestedldo AXIOM’s objectives (e.g. programmable
logic amount, RAM, easy programmability, board-tmatd connectivity) are important objectives for
some boards, although none of them combines afetiteres of AXIOM.

2.4 Scenario definition and requirements

Among all applications/services represented in @&ies, we considered the solutions on different as-
pects. The selected scenarios potentially shouldbbe to exploit the AXIOM architecture from the
computational point of view. They also must take fihll advantage of the value added by the partner
that will implement it, and they must be instrunano the exploitation opportunities.

These scenarios represent a common ground on wloith simulations and porting will be made.
Moreover, these scenarios contribute to definestffirecise hardware specification.

To achieve this, for each scenario the computaticmalenges have been articulated in growing steps
of complexity, offering bases for the valuation arminparison of the software and hardware defini-
tion belonging to the other work packages.

As a continuous development process, the refersoiteare (benchmarks and their reference inputs)
is passed to Work-packages WP4-5-6-7 for propegletbping the AXIOM board and its software
stack.

2.4.1 Smart Video Surveillance

For the smart video surveillance (SVS) case studyselected one scenario of automated smart mar-
keting involving the computational tasks of faceed&on in crowds and demographics estimation.
This is achieved by means of several computatiomallenges: high-definition video stream decoding
and conversion (format parsing, demuxing and csfi@ce conversion). Due to the fact that our im-
plementation is going to be based on an evaluatigiding-window classifiers, each frame must be
downscaled at several sizes in order to run the étection kernel at maximum speed. This kind of
task can be computed in parallel on several ALbiss exploiting the maximum computing capabili-
ties of FPGAs. Once the generation of the aboveomed synthetic image pyramid is completed for
a given frame, demographics estimation (genderaageethnicity) is carried out via a convolutional
neural network analyzing faces detected and extilach the previous step. All pixels constituting a
given face will thus be analyzed by the convoludloneural network, which will internally process
features and trigger the neuron activations thitestimate facial demographic attributes.

To sum up, all fundamental kernel operations ofSN& case are structured on a pipeline implement-
ing the steps described below:

1. Frame retrieval from the input source (remote I, webcam or video file)
2. Video format de-multiplexing and preprocessing
Deliverable numberD3.1
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Video decoding (e.g. H.264 video decoding)
Face detection and image rescaling
Demographics estimation

Color conversion

Display

No orw

These operations are going to be implemented ateldten the AXIOM board prototype with the aim
of proving the validity of the designed hardwarehitecture as a low-power/low-cost high-
performing heterogeneous computing architecturecessome steps does not benefit from massively
parallel FPGA computing (e.g. frame retrieval),tgy must be serially implemented on a single
thread, it is expected that the ARM CPU cores pldly a major role in the execution of parsing and
de-multiplexing stages.

A good starting point that we agreed with otheerested WP-leader is to use the ERA benchmark
suite [66] [67] [68], which contains the followingpenchmarks: cjpeg/djpeg (compres-
sion/decompression using JPEG method), H.264 (veleooder/decoder), ECDS (cryptography),
Tesserac (OCR recognition), YUV-regh24 (Conversitgorithmic from YUV to rgh24 format. Quite
used in mobile environment), MPEG2 decoder (Mlitetided (platform independent) MPEG2 video
decoder), AC3 decoder (Multi-threaded (platformeipendent) AC3 audio decoder), susan (Image
recognition application) or a subset of them.

Description of a potential SVS with smart marketing features

Potential target users of the technology develapethe SVS use case scenario are shopping malls
and fashion retailers. A shopping mall is typicaltyuipped with cameras distributed along corridors,
entrances, checkout aisles and storefronts. AXIQirids may be used to collect statistical infor-
mation about visitors by following their path thghuthe mall, from the entrance to the exit, in orde
to define marketing strategies, optimize supplyithaanagement and improve the quality of service.

Visitors are tracked from one camera to anothegssto trace the main paths they take through the
mall and how long they stay at different locatio@ameras are positioned at the cashier or embedded
in objects. These smart objects are, for examplegial mannequins which retailers can place inside
windows to collect data about those looking atrtbebducts. Smart shelves with product weight sen-
sors report if a customer picks something up framghelf, thereby revealing interest level as-it re
lates to sales or the efficacy of special offesswall as potentially protecting from theft.

Demographic analysis is conducted on the captuserlf snapshots, identifying customer profiles,

the distribution of gender and age across segmants,even relevant emotional states. This infor-
mation could be sent to the remote servers onlthelcThese servers could then post-process all cus
tomer profile statistics from multiple shops, coadhusiness intelligence tasks and optimize stocks
through changes in the supply chain with final e of increase the productivity of the internal

manufacturing and logistic processes of the company

Implementation steps

The work to be carried out for the SVS scenarigsebn the correct implementation of a highly par-
allel face analysis pipeline on the Xilinx Zyng SE€GA, which has been selected for the architec-
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ture of the AXIOM board. The designed video prooespipeline should be designed for efficiently
processing video frames broadcasted from remotuii?eillance cameras. As such, since these de-
vices typically encode video using H.264 video asde is also required to perform video decoding
on the AXIOM platform. With this requirement in nainit is expected that video processing opera-
tions will be offloaded to hardware logic IP bloaks the FPGA to maximize data parallelism while
reducing latency. Therefore, the proposed pipekiebe structured in the following steps to clearl
separate fundamental operations that are going tmplemented in a collection of kernels: frame re-
trieval, video de-multiplexing and conversion, fadetection, color space conversion and de-
mographics estimation.

Frame retrieval

The first step of the pipeline is to perform th@wcection to the remote IP cameras in order toenegri
the video stream. The proposed implementation neiif on a software layer using the open source
LibAv library [65] for performing the RTSP connemti to the camera (more particularly, the
libavformat library). This task involves getting the settimafsthe camera, the codec parameters (i.e.
H.264 profile settings, bitrate and the color spased for the frames) and the container format.eOnc
this has been done, it is required to retrieve @ache several video frames in a buffer stored én th
RAM memory of the FPGA. This sub step is requiredause the rate in which the video frames are
sent from the camera and the rate of video pracgssn the AXIOM board differ. The amount of
cached frames is going to be determined experirtemtad involves knowing both the latencies and
throughput of the H.264 decoding engine and the émtection kernel.

Video conversion and de-multiplexing

Most of the hardwired H.264 decoder IP logic bloakailable in the market are only capable of de-
coding video frames that are encoded using the YABnH.264 video format. Unfortunately, most of
the available cameras does not automatically gemenaltiplexed H.264 frames in the abovemen-
tioned format. This H.264 Annex B conversion carefieciently performed in software on an ARM
A9 CPU core hy théibavcodec library. Since this operation is not computatibnattensive, we ex-
pect to dedicate only one of the available ARM sdig performing this subtask.

Additionally, it is also required to parse the RT@@Btocol to extract the H.264 slices that are gan
be processed by the H.264 decoder. This de-muitiglesubtask is going to be implemented also by
software means on a single ARM A9 core using tlevatmentionedibavformat library.

Face detection and image rescaling

Once the video input has been decoded, the faeetdrt kernel must be executed to determine the
size and locations of faces appearing on a giveeovframe. This kernel is going to be synthesiped i
the programmable logic (FPGA) with purpose of rédgdhe latency of operations as much as possi-
ble. Since the face detection kernel is trainedetect fixed-sized faces (typically, 24x24 or 48x48
pixels), it is required to downscale the input Wideame several times to detect faces of variozesssi
The downscaling kernel could be implemented eithretthe programming logic in hardware or on
software on the ARM A9 cores. As this kernel isesaVl orders of magnitude less time consuming
than the face detection kernel, we have opted pbeiment it on software.

For the face detection kernel several alternataresgoing to be considered. The first one proposes
implementing a face detector based on boosting madéarning techniques and local binary patterns
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Deliverable nameScenarios and requirements Report
File name:AXIOM-D31-v4.docx Page 12 of 44



Project:AXIOM - Agile, eXtensible, fast I/O Module for the cyber-plysical era
Grant Agreement Numbe645496
Call: ICT-01-2014: Smart Cyber-Physical Systems

(LBP). If there are not enough configurable logiocks and look-up tables on the FPGA for imple-
menting both the cascade of classifiers and thkuatran engine, we would then switch to a design
based on a neural network face detector, which dvaaly on a smaller model.

Demographics estimation

Facial attributes such as gender, ethnicity oraagegoing to be determined using deep learning tech
niques based on convolutional neural networks. These algorithms will be structured into a kernel

that will implement a generic inference engine donvolutional neural networks. The execution of

such kernel will be conducted by the programmirgid®f the FPGA, while the models are expected
to be stored in the internal RAM memory availabtetlve FPGA. This scheme ensures rapid prototyp-
ing, and the accuracy of the algorithms could bsleapdated in the future just by replacing the

models, thus not requiring to perform any modifimas in the neural network inference engine.

Color space conversion

Since the face analysis kernels (i.e. face deteeia demographics) works with luminance compo-
nents or grayscale images, it is also requirecetfopn multiple color space conversions from the in
put video to the internal buffers. Typically, IPno@ras encode H.264 videos using YUV color space,
while displays rely on RGB color components. Thegeversions are going to be implemented on
software using the SIMD NEON instructions availatethe ARM cores, as they are not as time con-
suming as the face analysis kernels.

Development strategy

With the abovementioned pipeline stages in mings wise to adopt an iterative and incremental de-
velopment model starting with tasks that are lessplex than the final required ones. The firstaiter
tion will work with raw unencoded still images. Tharpose of this early model will be to fine-tune
the correctness and accuracy of the face detek&omel, as it is the most complex requirement for
implementing the envisioned scenarios. Secondlyywlleémplement H.264 video decoding using a
software engine on the ARM A9 CPU cores. The idethis step would be to further test and bench-
mark both the throughput and latency of the fadealimn kernel. Once this task is done, we will of-
fload the video decoding process to a hardware Iblgick on the FPGA, thus freeing CPU resources
for other tasks such as the color conversion fspldying or encoding the results to end users. Then
we will implement the neural network inference emgon software on the ARM A9 cores in order to
test the validity and accuracy of the selected dgaphic models. Finally, we will synthesize the neu
ral network inference engine on the programmaldéclof the FPGA to speed up this kernel as max-
imum as possible.

Further steps will involve proving the validity tife AXIOM platform on multi-camera scenarios us-
ing several boards. For implementing this use casewill leverage the high-performance intercon-
nect developed during the project to distribute potations into several FPGAs. This task will thus
involve heavy testing and dealing with the scaigbissues that typically arise on such distribused
chitectures. Whenever possible these design optilbive more precisely evaluated through the AX-
IOM Evaluation platform that is developed in WP&dPeliverable D7.1).

Computational challenges

» Efficient H.264 video decoding;
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* Low-latency multi-face detection on high-definitivideos;
* High-performance demographic estimation on all jjesly detected faces in parallel.

Hardware requirements

*  ARMvV7 or ARMv8 cores with NEON SIMD capabilities;

* Xilinx Zyng FPGA SoC,;

* RJ-45 connector for retrieving frames from remétedmeras and sharing information across
multiple AXIOM boards (included already in the @tyipe specification in D6.1);

» HDMI connector for displaying the results to thedarser (included already in the prototype
specification in D6.1).

2.4.2 Smart Home Living

For the SHL case study, we selected a scenari@me lsecurity which aims to identify users through
several points of access in the house, using hadfoand video analysis. Recorded sounds coming
from both vocal and non-vocal signals will be amely on the FPGA-based SoC detecting if the
sound is produced by the voice of an authorizegnonnauthorized user, or by a noise source. To in-
crease the level of security the iris recognit®imiroduced. For this task frames must be decaddd
analyzed on the FPGA-based SoC in order to extineceye features required to identify the author-
ized users.

The AXIOM-based access control system is deplogeal iesidential home. Its purpose is to monitor
the access to the building controlling gates omnaiior.

Physical access to the house is granted throughrtalysis of sound captured by microphones and
through the analysis of images produced througlcaineera.

These two features allow more than one level dientication. For instance, a task without implica-
tions with regard to safety (like activation of thecurity services) could be carried out just ratng
ing the vocal timbre. On the contrary, the operahthe main door could be done only after both tim-
bre and iris recognition.

The AXIOM infrastructure that will result from th&XIOM Project could later be extended to per-
form audio analysis in other contexts of home aatiion. An example it would be the analysis of au-
dio signals coming from microphones installed iffedlent rooms, such as the bedroom, bathroom,
living room or the kitchen, to understand when ¢hisractivity in a room or when people are asleep,
and the system could dim the lights slowly befomaing them off. Moreover, it will be also possible
to treat the noise and background noise as signatsder contextualize the user's main activity.

SHL scenario in the context of VIMAR market

The aim of this scenario in the context of the AKI®roject is to develop a smart module that will
be integrated into VIMAR home automation systerartstg from access control and security of liv-
ing units devices.
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The project involves the development of a systepabbe of performing the extraction and analysis of
biometric features of voice and iris using as ingat recordings of the voice and the photos focused
on the area of the face where the eye is.

The audio and video data used in the analysisb&ilbrovided to the smart module by external devic-
es like the video door entry systems installechmdccess points of houses and apartment buildings.
The results of the analysis of these data will #eduto enable entering or exiting the building.

The access operation involves the opening of titraece door, disabling of security services and en-
abling of the welcome service (e.g. switching @hts, activation of sound system, etc.). The gxit o
eration entails the activation of the security g8s and the operations usually carried out inghis
ation (e.g. switching off lights, configuring thBermoregulation system, lowering of the shutters,
etc.).

The management system that controls the entranitebescharacterized by a double check to in-
crease the level of security, therefore both tlwenetric features of the voice and the iris arefiesti

The exit operation is characterized by a lower ggclevel; therefore, the system could verify only
the voice features. For a more natural human-machiterface, the system will be endowed with a
speech synthesizer able to produce artificial hum@ine used to generate welcome and goodbye
messages and to request iris verification and waéciication.

This first system will be the starting point to déap more advanced services characterized by voice
analysis and non-vocal signals, which could be tgedentify intruders in the house or malfunctions
of household electrical appliances, and to alloe ¢bntextualization of the vocal information with
the events that have occurred inside the hous¢hdfumore, the system could allow the analysis of
the emotional states of people and this could aurtseidentify a potential fraud in the identifiaat
phase and allow a more natural interaction betwleernome automation system and the inhabitants
of the house.

Implementation steps

The SHL scenario will rely on the implementationfadir functional modules: the speaker identifica-
tion module, the iris recognition module, the bidneescore fusion module and the speech synthesis
module. The four modules are going to be impleemn the Xilinx Zyng SoC FPGA, which has
been selected in this project for the AXIOM boawli¢stone MS1 and Deliverables D6.1, D7.1).

The implementation of these four modules requinesanalysis of specific algorithms, the testing of
open source libraries, the development of the sofiveode and the acceleration through the AXIOM
tools. The acceleration task is composed of thaindde FPGA acceleration (OmpSs@FPGA) and
inter-node Cluster acceleration (OmpSs@Cluster. ddteleration task will involve testing and deal-
ing with the scalability issues that typically @&isn such distributed architectures. This spetaisk

will be carried on with the close cooperation aedation with the AXIOM partners.

Modular programming will be used to develop therfeteps in independent modules.
The sequential implementation steps will be:

Step 1: Speaker identification module
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Develop an advanced access control system caphbbdracting the biometric characteristics of the
voice of the people and select if they are autledriar not.

1.1. Retrieve the audio stream

1.2. Pre-processing and Voice Activity Detection
1.3. Speech parameterization

1.4. Statistical modeling

1.5. Scoring normalization

1.6. Decision

The audio stream is received and stored in the menothe microprocessor and its peripherals. The
pre-processing and extraction of the parameterghwtiescribe the voice biometric characteristics
(Speech parameterization) is characterized by elipgof filters that processes the audio streans; t

is an operation that can be better performed bliteicture that allows concurrent processing rather
than a sequential architecture. This task is aidatelto be processed on FPGA.

The processing of the statistical model could nexjiterative algorithms and they could be easity pr
cessed and managed by sequential architecturesasucticroprocessors. This task will be probably
performed by a microprocessor.

The steps of normalization and decision could lreiezh out in both types of architecture and they
will be decided according to the final algorithm.

Step 2: Iris recognition module

Introduction of the verification of the biometriedtures of the iris to extend the reliability oé thc-
cess control system. The system checks the irmsdtitc features deciding if the person is autharize
to the access.

2.1. Frame retrieval

2.2. Frame decompression
2.3 Eye region detection
2.4. Segmentation

2.5. Normalization

2.6. Encoding

2.7. Matching

2.8. Decision

The video stream is received and stored in the mernp the microprocessor and its peripherals.
Since the input video stream is compressed, itdcbaldecompressed by optimized libraries for ARM
architecture. The first part of the iris recognitiprocess, like eye region detection, segmentaitiah
normalization requires trigonometric operationsafing point operations as well as scanning the pix
els disorderly inside the frame. It is preferaldenplement these operations with the microproaesso
because it is equipped with dedicated instructietnfar floating point arithmetic and it does not re
quire to scan data in a continuous way.

The operations of encoding and matching requineetdorm filtering in cascade of a stream of data
and comparisons in parallel. This operation co@djpeeded up with peripheral devices in FPGA.

Step 3: Biometric score fusion module
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Define the acceptance policy to authorize the peosothe basis of the results of the voice timinet a
iris recognition.

Step 4: Speech synthesis module
Introduction of a speech synthesis module to alloeal feedback to the system

4.1. Speech synthesis
4.2. Define a set of texts and events

Computational challenges
Audio processing

e Noise filtering
o Pre-Filtering
e Voice Activity Detection (VAD)
e Speaker recognition
o Speech parameterization with filterbank-based calsarameters
o Statistical modeling with Gaussian Mixture ModeBMM) for Speaker recognition
Text-independent or Hidden Markov Models (HMMs) &peaker recognition Text-
dependent
e Normalization
Video processing

e Decompression

o Frames decompression (MJPEG or H.264)
e Color space conversion

o YUVtoY
e Iris recognition

o Eye region Detection
Segmentation
Normalization
Encoding
Matching
Hardware requirements

O O O O

Input/output connections

The input data of the system is an audio-videcastreThe data are received from IP network. The
output data of the system are actuation commanasoser an IP network. The Ethernet connection
on boardAXIOM is therefore required. Since the board is desigogmocess multiple audio and vid-
eo streams in parallel, it is required that thenemtion is Gigabit Ethernet. The Gigabit allow to
broadcast a minimum of 2 audio streams and 2 \stleams FullHD compressed in H264/MJPEG.

Processor and programmable logic

The data stream is received through the Ethernetezgion and stored in the DDR memory. The da-
taflow is received, extracted from the TCP/UDP maykand stored in DDR by the microprocessor
and its peripherals. The memorized data is a catalih be later processed by tasks running on the
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FPGA or to be executed on the microprocessor, dotgpto the logic defined in the application soft-
ware, in order the achieve maximum performance.

Shared memory between the microprocessor and FP@Aha internal connections between FPGA
and microprocessor allow for the possibility toelecate and run more efficiently the tasks of dur a
gorithm.

Memory

The microprocessor and the FPGA must co-procesarsl of video and audio data. The system
needs a memory area in which the data are stokdraed.

DDR memory is required to store the data receivenhfthe network and to share and store the data
used by the applications. In order to perform theserations on multiple streams the memory re-
quired is then 1 GB.

2.5 Output

The design and implementation of the selected sienis planned to be executed using an iterative
model in which a working prototype is built stagifirom the evaluation of a predefined set of
benchmarks. These benchmarks isolate and implefmedamental core algorithms structured in da-
ta-parallel kernels that are going to be benefifteth the AXIOM architecture. The aim of such de-
sign/space exploration is to obtain an early pectof all the involved operations and parallel con-
structs that will be required for dynamically otilding the algorithms to FPGAs by means of the
OmpSs programming model. Thanks to the preliminargptimized kernels, BSC, UNISI and EVI
partners will have a minimal starting applicatitvattclosely represents the final workloads, and thu
can start working on low-level compiling, schedgliand run-time optimizations since the beginning
of year 2.

2.5.1 Definition of the early benchmark set

On the SVS use case scenario, the benchmarkesgbested to be based on the kernels defined on the
table presented below.

Table 3. Proposed benchmarks representing the SVS scenario workload.

Kernel Name Description
H264 vi deo_decodi ng H.264 codec decoder working at slice level
LBP_cascade_eval uati on Face detection based on LBP patterns
CNN_i nf erence Convolutional neural network inference engine
YUV_t o_RCB Color space conversion for displaying frames

Starting from the input video stream broadcastechfa remote H.264 camera, the AXIOM board will
unpack and demux the transport protocol (typicRISP) and the container format up to the slice
level of the H.264 video codec. At this point, tlieclosedH264_vi deo_decodi ng kernel will de-
code the video slices by means of either the FR@g#c lor the ARM cores. Initially, this kernel will
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rely on the LibAv software video decoding enginethe case the OmpSs compiler is not able to au-
tomatically parallelize annotations of the mosteioonsuming loops of such implementation, H.264
decoding will be offloaded to an IP block synthesdion the FPGA. Since the design of the IP block
is out of the scope of this project, it has beesidbal that it will be purchased from a third pasom-
pany or research institution in the case it is gl

The output of the abovementioned kernel will sea® the input of the upcoming kernel
LBP_cascade_eval uati on, which will evaluate the boosted cascade of diassibased on local
binary patterns by means of a sliding-window apphodhe output of this latter kernel is expected to
be a vector with the coordinates and dimensioralldhces appearing on the processed input video
frame or recently-decoded H.264 slice.

For each region of the image identified as a fdo@CNN_i nf er ence kernel will evaluate several
convolutional neural network (CNN) models with nipie levels of hidden layers to automatically
determine the age, gender and ethnicity of each fagion. Therefore, this kernel it is expected to
implement the CNN inference engine using the stahfi@ward propagation technique widely used
to evaluate neural networks. At the lowest, letaed kernel will rely on standardized BLAS-SGEMM
matrix multiply operations for performing the indmce. The final output of the CNN will be a vector
of integers that will encode the demographic caiegton of the face sub image used as the input of
the kernel.

Finally, it will be necessary to somehow show tesuits of processed faces, demographic features
and the decoded video to end users using the HRXHub included on the AXIOM board. All this
information is expected to be drawn on a given @iffame, and the converted to RGB for displaying
it on a computer or TV screen. This color spacevemsion is going to be performed by the
YW _t o_RGB kernel.

On the SHL use case scenario, the benchmark baséd on audio and video processing involved in
biometric analysis. The audio and video processitighe analyzed in sequence.

Table 4. Proposed benchmarks representing the SHL scenario workload.

Kernel Name Description
Voi ce_Activity_Detector Algorithm to label speech frames
Speaker _Recogni ti on Pattern matching for speaker identification
Iris_Recognition Pattern matching for iris recognition

The audio stream used in speaker recognition véllréceived from the IP network. Firstly, the
Voi ce_Acti vity_Detector will pre-process the audio stream in order toaettonly the parame-
ters used to describe the voice biometric feataret label the audio samples to identify the voice
frames into the stream. This kernel constitutegalime of filters able to process the raw audiouin
and obtain the parameters that defines the biotnetite characteristics. The output of this pipelin
will be used by the&peaker _Recogni ti on core to define whether the speaker is a knownledab
speaker or an unknown speaker.
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TheVoi ce_Activity_Detector and theSpeaker _Recogni ti on will be profiled with BSC and
UNISI to define the best solution to reduce thecpasing time using the AXIONAfrastructure

The video data used for the iris recognition wélreceived from the IP network. The frames received
will be decompressed to allow the extraction obinfation from inside the frames. To perform iris
recognition, the video data, provided in color spatJV, will be converted in grayscale Y to simplify
the algorithms used in the next steps. After thiegepassages, the images obtained will be used to
extract the biometric features which will be cormgmhrto the iris features already stored. The
Iris_Recognition requires four kernels in cascade, as follows: ssdation core, normalization
core, encoding core and matching core. This pipetikernels will define the iris contours, trans-
form the iris area into a size-invariant strip, dimally it will extract the iris texture and comairis
codes using Hamming distance. As for the abdichmarks sethel ri s_Recogni ti on will be pro-
filed with BSC and UNISI to define the best solatio reduce the processing time using the AXIOM
infrastructure.

All the kernels summarized above will constitute thitial benchmark set of the SVS and SHL sce-
narios. As the project progresses, proposed omiizs on the Mercurium/OmpSs compiler and
runtime will target them and try to both reduce é&xecution time and increase throughput by opti-
mizing the efficiency of memory access patternac&ithe kernels are designed to be executed on a
pipeline fashion, partner HERTA and VIMAR will priole a set of expected inputs and outputs for
each kernel. With these input/output test datagetsh kernel can be productively refined, simulated
and/or debugged separately.

2.5.2 Proposal of a modular architecture based on two units

The definition of the two scenarios and the resofithe survey pointed out the opportunity to cdnsi

er two basic units for the AXIOM architecture: ometry level, and one advanced level. Both will
have high speed connections, and at the presestggested the same hardware specification. Never-
theless, according to the evolution of the two csisdies the specific features of the two basitsuni
could be differentiated.

2.5.3 Definition of testing based on modularity and acceleration

The two scenarios are structured differently artd éaprocessed in two ways. The SVS is character-
ized by algorithms able to process the input dateascade, while the SHL is characterized of algo-
rithms which process the input data concurrenthisnable the possibility to analyze the AXIOM
architecture in two separate ways.

Due to the decision of structuring fundamental apens in kernels, it is possible to easily tesnth
separately as black boxes with minimal scriptingaxing. The testing process will involve, first-e
suring the correctness of the code of a given keramallelized by OmpSs, just by comparing the dif-
ferences between the actual output and the outpwided in the benchmark data set. Once this is
done, automated fuzzy testing with synthetic inpwuils take place just by determining whether the
outputs of both the serial and parallel versionsauth kernels precisely match.

The next crucial step will involve the testing betmonolithic SVS/SHL prototype applications on a
production-ready single AXIOM board. These applaag will internally rely on the parallelized ver-
sions of the kernels previously described, and #xpected to involve human interaction during the
testing process. If parallelization bugs are detéon this step, the same tests will be condudeaitha
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with debugging and logging messages enabled todepe them, and thus exactly determine the root
cause of behind errors. This information will thee submitted to partners BSC and EVI with the
purpose of fixing bugs on the Mercurium compiled/@n OmpSs runtime software.

Finally, if testing succeeds on a single board,léisé step will involve the evaluation of the prepd
AXIOM interconnect by leveraging multiple boardst this stage, tasks and loop iterations inside
kernels will be (tentatively) automatically offloed across multiple AXIOM boards through the high-
speed interconnect (AXIOM-link). The testing praeedll thus involve providing challenging inputs

to the SVS/SHL use case applications that we exgecgoing to trigger high computational require-
ments. As it is impossible to compute challengimauis (e.g. dozens of simultaneous faces on a given
video frame, or multiple audio streams) on a reabtantime on a single AXIOM board, OmpSs will
split kernel iterations in blocks, and then autdoadly schedule the computations on multiple AXI-
OM boards. This exhaustive testing procedure wilbive all AXIOM partners.

3 Confirmation of DoOA objectives

PLANNED DELIVERED

DELIVERABLE: SCENARIOS DEFINITION

» State of the art application reviewl'he most trending applications and services releted
SHL/SVS have been reviewed and presented in sectipn

2.1
* Scenarios envisioning We envisioned 16 scenaraesssction 2.2
* FPGA board survey Even if unplanned, we benchmarked the existing and

planned most interesting FPGA boards.

* Analysis on data flow, algorithmsAn approximate analysis is stated in section 2.4
and computation power needed

DELIVERABLE: SCENARIOSREFINEMENT

» Scenarios refinement using the| The refined scenarios are presented in section 2.4
AXIOM CPS platform

* Benchmark set definition An early set of possible benchmark to assess titk ha
ware and software stack is presented in section 2.5

4 Conclusion

For the task T3.1, we took in consideration SHL 8w services/applications and reviewed some of
the most promising ones. This review highlighteat thhost leading trends are tied on the user experi-
ence customization, based both on the user ancbtitext of use, capitalizing on the past experience
The expression recognition, demographics estimati@hactivity context recognition are major chal-
lenges often addressed through the complementargfisudio and video analysis.

All the partners in WP3 were invited to submit thaivn vision of forthcoming services and products
without specific constraints. The partners produseekral envisioned scenarios in the domain of both
SVS and SHL.
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In order to support the decision process aboutAtKEOM architecture, we prepared a survey with
twenty recent proposals (successful or not) of FRGArds. We invited all of the AXIOM partners to
express their opinion, feeling, intuition about firejects. A year after the presentation of thggato
all the elements of the objectives proposed by AMlI@re still targets that are not in any of the exis
ing technologies. In addition, the survey shows hbevfeatures related to AXIOM’s objectives are
important objectives for some boards, although rafrteem combines all the features of AXIOM.

For the task T3.2, starting from the envisionechades, we selected and refined two scenarios (one
per domain) which will represent a common groundatmich both simulations and porting will be
made. For each scenario, the computational chakemgve been articulated in growing steps of
complexity, offering bases for the valuation andhparison of the software and hardware definition
belonging to the other work packages. In this whgse scenarios contributed to define a first peeci
hardware specification too.

The next steps, still tied to T3.2, will concerr thorting of the Smart Living/Home Application and
Smart Video-Surveillance to the OmpSs Programmimgl® available from WP4.

Appendix A
Applications and services related to SHL/SVS

ERSATZ Labs
Field: Machine learning

Value Proposition Ersatz [5] is a web-based machine learning platfdesigned to assist with data
wrangling, machine learning, and model deployment.

Description: Deep learning advances the state of the art bgleble to process and analyze video
better than ever before.

For instance, a retailer might be interested iucady theft. Cameras are cheaper than ever, but peo
ple to watch them are not. Deep learning enablkesi#ivelopment of algorithms that can watch these
feeds automatically and obtain a high degree afiracy and a very short development cycle.

One of the key tools in making deep neural netweprkstical is the use of specialized hardware, spe-
cifically Graphics Processing Units (GPUs). The a6&PUs allows an approximately 40x speedup
on training time. So now, a model that might haaleeh 40 days to train will only take one day. That'
a tremendous boost.

Erstaz claims to speed up neural networks and hese running them on GPUs

Press CoverageErsatz Labs Launches First GPU Platform for Deearning with Cloud- and Ap-
pliance-Based Technology [6]

IFLYTEK

Field: Smart speech-recognition technology

Deliverable numberD3.1
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Value Proposition iFLYTEK [7] is focused on R&D of intelligent spekle technology, software, chip
products, and services.

Description: Voiceprint Recognition compares the speaker'seaiith the voiceprints registered in
the database, checks and verifies the speakernititijeand determines whether the voice matches the
voiceprint of the speaker or another person incaumgyr Voiceprint recognition delivers high security
performance comparable to other biological recagmitechnologies (such as fingerprint, palm print,
and iris identification).

Raised so far $6.16M in 5 Rounds from 3 Investors [8]

Press CoverageChinese Manufacturers, Carriers and Developemniam Alliance to Block Apple’s
Siri in China [9]

Percepto
Field: Machine Learning, Image Processing

Value Propositiont Percepto [10] aims to develop an add-on boardifones in order to add com-
puter vision capabilities.

Description: Percepto is a drone add-on. Meaning it's a defabeut the size of a deck of cards) and
a small camera that you connect to your existiraner It enables your drone to use the power of
computer vision in real time. With computer visidrones can “see” and understand the environment
better than with today's sensors. Using your srhartp, mark any object and have the drone follow
it, circle it or create any filming maneuver youwsae with a click of a button. A customizable heads
up display, driven by our computer vision algorithmhich can produce smart alerts such as obstacle
advisory, object searching or even locations oftaddhl Percepto powered drones flying nearby.

Raised so far 1M$

Press CoverageMark Cuban and Richard Parsons invest in dromepeter vision startup Percepto
[11]

Kairos
Field: Face Recognition-as-a-Service

Value Proposition Kairos AR [12] is a tech platform that providedvanced face recognition API
for its users’ apps and services.

Description: Kairos AR is a tech platform that provides adwhéace recognition API for its users’
apps and services.

It delivers fraud management and work automatidatiems with features such as 3D facial recogni-
tion, one-to-many identification, anti-spoofing, aabdetection, gender analysis, security and compli-
ance, mobile authentication, and more.
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Raised so far $3.3M in 6 Rounds from 9 Investors [13]

Press CoverageKairos Lands $500K to Bring Facial Recognitioncfiego Employee Time Clocks
[14]

Clarify
Field: Data mining of visual and audio content

Value Proposition: Clarify [15] makes searching audio/video filesple for developers to integrate
into their applications.

Description: Clarify aims at giving people access to rich dataaeted from an unstructured database
of video and audio content. Signal processing, Uagg analysis, and complex math lie behind an
easy-to-use API with useful libraries and quicktstaides to help users get started in minutes. The
startup focus around extrapolating information sashenvironment, subject matter, emotions, and
identity in order to provide users with relevanfoimation about the context in order to understand
the speaker’s intention.

Raised so far $1.32M in 2 Rounds from 3 Investors [16]

Press CoveragePE HUB [17]

Ecovent
Field: Smart thermostats and heat management

Value Proposition Ecovent [18] provides one single smart thermolagn system powered with
machine learning.

Description: Most homes have only one thermostat, so theyabpdike a house with only one light
switch. Everything is either all on or off. Thatlees some rooms boiling hot while others are fregzi
cold. It also leads to heating and cooling emptnrs. It's uncomfortable, and it's inefficient.

Ecovent fixes that for the over 200 million Amemesawith forced air heating and cooling systems.
We've built a system of wireless vents and senadrish enables homeowners to: (i) Get room-by-
room temperature control, (b) save energy by autically directing airflow to the rooms that need it

most, (¢) choose custom temperature levels foewifft floors, rooms, or times of day, (d) control
home heating and cooling anywhere from a mobilenphtablet or web app and (e) install the whole
system hours without special tools or invasive toigson.

Raised so far $9.71M in 3 Rounds from 6 Investors [19]

Press Coverage Smart-home heating startup Ecovent lands $6.9rastment, touts $1m in pre-
orders [20]
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Dato
Field: Machine learning as a B2B SAAS.

Value Proposition: Dato [21]: alarge-scale image-oriented machine learning platfoptimized for
production environment and big data analytics gnabwhich third-party players could eventually
develop apps powered by such intelligence.

Description: GraphLab Create™ is a machine learning platfornh ¢éimables data scientists and app
developers to easily create intelligent apps aes&uilding an intelligent, predictive applicatiom-
volves iterating over multiple steps: cleaning dlaga, developing features, training a model, aed cr
ating and maintaining a predictive service. GrafthiCxeate™ does all of this in one platform. It
claims to be easy to use, fast, and powerful.

Raised so far $25.25M in 2 Rounds from 6 Investors [22]

Press CoverageTechCrunch [23]

Emotient
Field: Facial expression recognition and analysis

Value Proposition: Emotient [24]: emotion detection, identificatiamd analysis, also with Google
Glasses.

Description: Emotion measurement integrated into an online sui®emographic insights — quickly
and at scale.

Emotient Analytics delivers >95% accuracy in théedgon of primary emotions, expressed in as lit-
tle as a single video frame, in both real-world dians as well as controlled environments. These
brief flashes of emotion, or “micro-expressionsgre shown by Dr. Ekman’s work to be important to
the understanding of people’s gut reactions to wtinPractically speaking, they reveal quite a bit
about a person’s beliefs and their propensity tooabuy. These are the tiny “tells” that occutthe
short period between unfiltered reaction and canscmasking of emotions.

Raised so far $6M in 1 Round from 2 Investors [25]

Press CoverageTechCrunch (Emotient and Google Glasses) [26]

Enlitic
Field: Machine Learning, Health Diagnostics

Value Proposition: Creating data driven medicine using deep leaymmagtly focused on deep learn-
ing of visual content.

Description: Enlitic [27] uses recent advances in machine legritd make medical diagnostics fast-
er, more accurate, and more accessible. The congpagsion is to provide the tools that allow phy-
Deliverable numberD3.1
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sicians to fully utilize the vast stores of medidata collected today, regardless of what form drey

in - such as medical images, doctors' notes, andtsted lab tests. To realize this vision, the pam

ny is building on state-of-the-art deep learningpathms and partnering with top research hospitals
and medical device manufacturers.

Data could include X-rays, MRIs, CT scans, 3D madimages. Enclitic's software could plug into
systems medical institutions already used to shargew medical images. Researchers could anno-
tate images and click to find similar elementstimeo data.

Raised so far $5M in 2 Rounds [28]

Press CoverageTechCrunch [29]

Eyeris

Field: Sensors, Software, Atrtificial Intelligence, F&ecognition, Computer Vision, Machine Learn-
ing, Developer APIs, Video Processing, Enterpriséivigare, Image Recognition, Predictive Analyt-
ics, Human Computer Interaction

Value Proposition: Eyeris [30]: @ep Learning-based emotion recognition software rieds facial
micro-expressions.

Description: Emotions are hardwired into our brains at birth amhifest as facial expressions. Re-
search has long proven their universality, regaslief age, gender or race. Facial expressions are
classified as joy, surprise, sadness, disgustdiedranger. We created novel techniques that usp De
Learning architectures, which employ ConvolutioNaural Networks (CNN) to train our algorithm
and deploy it to the real world for continuous teag. Our holistic facial expression recognition
methodology imitates human vision and allows ogodthm to learn prototypic expressions directly
from the face instead of relying on decomposedaainits.

Press CoverageSentiment Analysis Innovation Source [31]

Orbeus
Field: Facial/Object/Scene Recognition, Image/Text Pssicg

Value Proposition Orbeus [32], an innovator in automated faciajeoband scene recognition, im-
age-to-text analysis and video indexing.

Description: Orbeus taps the power of deep learning to prosaigable image and face recognition
solutions for businesses and consumers. With @zpem state-of-the-art machine learning and
ImageNet (award winners in 2013 and 2014), Orbewderstands both the tremendous value, and
limitations, of a purely academic approach for gday uses. Orbeus bridges this gap to meet identi-
fication requirements has developed what couldnkebest application yet for letting everyday con-
sumers benefit from advances in deep learningedd&hotoTime, which got featured by Apple store
and mass medias.
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Raised so far $1.47M in 2 Rounds [33]

Press CoverageWe Asked Some of the Smartest Computers to Iliyefitiis Picture [34]

Facety
Field: Machine Learning, Image Processing

Value Propositiort The startup aims to develop a beauty-recogniigstem to help fashion agency
in hiring models.

Description: At Facety [35] we are passionate about connedigrauty and technology. Our mission

is to teach computers to understand human beabtgug@h that we want to benefit industries that are
connected to human aesthetics. Right now the coynisaouilding a software for modeling agencies
that will help them dramatically increase speedaufuting people with model potential on Instagram.
This solution alone will change the way scoutinglise and increase model agencies revenue and
minimize scouting expenses.

Clarifai
Field: advertising and content curation.

Value Proposition: Clarifai [36] provides advanced image recognitgystems for customers to de-
tect near-duplicates and visual searches.

Description: Clarifai’'s image recognition systems recognizeous categories and tags in images, as
well as find similar images. The company’s imageogmition systems allow its users to find similar
images in large uncategorized repositories usiognabination of semantic and visual similarities.

Raised so far $10M Series A on April 28, 2015 from 6 investor3][3
Press CoverageTechCrunch [38], YourStory [39]

Special notes 1) Clarifai uses convolutional neural network3;tRe value proposition is not so
unique: “the world’s best image recognition teclogyl on the market”, this was true just for the
ImageNet 2013 challenge [40]

Camio
Field: Home video surveillance through machine and desming
Value Propositiont An easy way to monitor life at home.

Description: Camio [41] is a free web and mobile app thatgwuany tablet, smartphone, or computer
into a home video monitoring camera. With Camiaj gan see what's happening with your family or
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pets at home when you're away. Camio leveragesimatdarning and computer vision technology
to learn what you find important, so you can seevideo that matters to you.

Press CoverageUsing Deep Learning to Make Video Surveillanceaer [42]
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Appendix B

Envisioned SHL/SVS scenarios

1. Smart marketing

Molly is looking for some new dresses and accessdor the upcoming season. She enters a new
shopping mall and notice an advertising digitahsige station equipped with a camera. As soon as
she stays in front of it, the station displays ¢#ed advertisement according to her demographigpgro
carried out over captured facial snapshots. Théysisaof the time she spent looking at a particular
product or ad gives an estimation of its impadh® demographic segment she belongs. She decides
to visit two women shops with special prices arehtto eat at the restaurant downstairs because to-
day it offers a vegan gluten-free menu.

All the shops are equipped with cameras that astildited along certain passages. Molly is tracked
from one camera to another, so as to discover #ie paths she takes through the mall and how long
she stays at different locations.

All the statistical information collected about Molnd other customers, such as the demographic
profiles, or how do they distribute into gender agg segments, are used by shopping mall owners
which can define marketing strategies and bettarohéne the rent of all their shops based on the ob
served traffic of people, and decide the best londbr a store on a customer base.

Technologies: Video analysis (anonymous face identificatiormdgraphics estimation)
HERTA possible exploitation relevance: 10/10
VIMAR possible exploitation relevance: 2/10

2. Special moments

Mr. Scarlet and his new wife have planned to stapi@Smart Resort for two weeks during their hon-
eymoon. The resort already offers a large numbdpPhaito Spots at the main places of interest, in
which customers just have to place themselves femaseconds to have an instant photograph auto-
matically taken. It's amazing for them because tHeynot have to worry about bringing their own
camera or device to take a picture of them.

The Photo Spots are in all the main places of @stencluding the swimming pool, the tennis court,
the restaurants, viewpoints and Spa. The Photo §gteém tags each photograph with the identity of
people appearing on it, so that later, The Whigesimmmediately check out all their photos.

Technologies: Video analysis (intent recognition), face ideintifion
HERTA possible exploitation relevance: 6/10
VIMAR possible exploitation relevance: 1/10

3. Smart home comfort "autopilot”

Igor’'s house is equipped with smart thermostatie@idoor entry system and other smart sensors that
are distributed in each room and house ambient.
Deliverable numberD3.1
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The devices perform their primary "normal” functidout also collect different kind of information,
ranging from presence detection, temperature, hitymidindows and doors opening, air quality or
audio.

All devices are set to collect statistical and hétral information about Igor habits. Real time alat
analysis is carried out in order to create and taaira map of the room and house usage during the
day and the week, for example the rate of roomeidagd of movement occurring, people moving or
people staying still, helping to identify recurripgtterns and forecast possible activities andggner
needed to guarantee the desired level of comfort.

Identifications of pattern of usage has the purpmidgetter managing house resources and increasing
the efficiency of power consumption management,ingakise of traditional and renewable power
sources. Comfort perception and necessities catiffegent for young and healthy people, moving
and running around, from elder or ill people, stagdtill for most of the time. The smart homeas r
quired to identify and manage the different sitradi and to react at the people indications inaay e
and smooth way. The objective of the smart homefadrautopilot is to minimize power consump-
tion and to guarantee people's comfort and wehdgewithout giving the impression of reducing
people freedom and capacity of control. The condatbpilot of the single smart home or apartment
can share part of the data collected and analyzédaibroader environment, being it the local area
community or the building, in order to achieve arenglobal level of optimization and power saving.

Technologies. Presence detection, data analysis, pattern miactgity prediction
HERTA possible exploitation relevance: 0/10
VIMAR possible exploitation relevance: 7/10

4. Smart home and office “Security Guard”

George works in a small but smart office that isipped with all kind of sensors and cameras and
smart thermostats, with on board cameras, and planalyzing real time data. His smart office
could detect peculiar and unexpected situationsdaa be recognized as a dangerous situation for
people or goods inside the premise.

Data analysis can be used for facial recognitiapression recognition, audio stress situations and
unpredictable movement recognition; from the dadvknowledge the Smart Home Security Guard
autopilot can set off different kind of actionschuas silent alarm issuing in case of robbery.

Technologies: Video analysis (intent recognition, face idewtion, expression recognition), audio
analysis, data analysis

HERTA possible exploitation relevance: 6/10

VIMAR possible exploitation relevance: 6/10

5. Home Broken Home

The Reds are ready to rent a furnished home fariag of six months and want to check the condi-
tion of the infrastructures of the house and itgliapces (refrigerator, washing machine, etc.).yThe
are thinking to call some experts to do the chagktlve owner say “No problem, this house has the
AXIOM maintenance supervision system”. “What's fishquire Mrs. Reds. “It's simple — replay
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the owner - Every appliance has a performance ltly @onsume, life span track, and remote mainte-
nance preventive control. The Heating Ventilatiod @&ir Conditioning (HVAC) system has his own
monitoring system made by a distributed sensoresyshside the components plus a set of camera
furnished with infrared sensor for detecting pdssibaks, produced internally of coming from out-
side, or dangerous overheating of electrical coraptsor other potential risky source. Finally, éher
is a brand new smell system not only for smokesatsd for air quality control, including germs!”.
“Terrific!!l” - say Mrs. Red — “We want to stay Iger!!"” “Well, as a matter of fact, there is more:
The AXIOM maintenance supervision system allowsgpeesive inspection of the infrastructures in
the remote case of a fault, in this way the honfi@étructure have the property of graceful degrada-
tion, that is it very rare that you lose the sesvdompletely, you should be able to downplay the se
vice while getting also an idea of where the faloccurred!”. “Amazing! | want to know more” —
was the replay of Mr. Reds.

Technologies: Data collection, data mining
HERTA possible exploitation relevance: 0/10
VIMAR possible exploitation relevance: 7/10

6. Expression Recognition: The game

A new game is spreading on the web; Giulia wantg\e it a try. Giulia connects with the site where
you can play the game and choose a random compahipitture of a human face is presented to
both players and they have to reproduce the faciatession while reporting the key feature that ac-
cording to their knowledge describe the expresgioetadata). The PC cameras record the expression
and a picture is taken. After both players subtmirtdata (picture and text) the results are eubi

to both players: Three pictures (the probe, plestivo pictures of the players), plus the metadéata.
the metadata match and the system recognizes fhession, they get the best score; otherwise the
score is proportional to their degree of agreert@miiy facial expression, only metadata, neithehe T
idea behind the game is to use the computationakpof humans to improve the face recognition
process and at the same time to get data procassiagl time on how people try to mirror facialex
pressions. The Game can be extended so to indhaieraovies for trend of expressions.

Technologies: --
HERTA possible exploitation relevance: 0/10
VIMAR possible exploitation relevance: 1/10

7. Helping Firefighters in Danger

Stephan is a firefighter. During the fast emergemeyand his colleagues have saved a group of people
from a restaurant on fire.

The building was equipped with cameras and sertbatshave been useful to find the best way to
drive the firefighters to find people locked insiged get them out of the building as soon as plessib

Stephan learned that the building was equipped th#hAXIOM platform. This system can quickly
recognize/process all the main information to gutuefirefighters depending on their objective: ex-
tinguish the fire or get out of the zone. The sa@®meras may be used to detect/recognize any health
problem in any of the firefighters to request fateznal help.
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Technologies: Indoor localization, presence detection, videalgsis (intent recognition)
HERTA possible exploitation relevance: 7/10
VIMAR possible exploitation relevance: 4/10

8. Guiding an Ambulance on Rush Hour

An ambulance has to arrive as fast as possiblagddiosest” hospital when there are some traffic
jams on the roads. All traffic cameras of all pbkspaths from the current position of the ambudanc
to the "closest" hospitals send the informatiorin® AXIOM platform. The AXIOM platform can
quickly recognize traffic jams and figure out thesbpath from the current position of the Ambulance
to the closest hospital thanks to the accelerateckgs of analyzing images. A variant can be te ca
of a fire truck that should find the fastest path,rush hour, to a smart AXIOM building that has au
tomatically detected and communicated to emergeritiat there is a possible fire in one of their
flats/offices.

Technologies. video analysis
HERTA possible exploitation relevance: 8/10
VIMAR possible exploitation relevance: 0/10

9. Smart Building Communication

In a big office building a large company has selvenaployees that work in several different places.
However, when anyone is needed the caller onlytdvasal the number of the desired person and the
AXIOM system will redirect the communication to therresponding room where this person is cur-
rently working.

Technologies. indoor localization
HERTA possible exploitation relevance: 0/10
VIMAR possible exploitation relevance: 2/10

10. A hard day's night
Sara’s day begins and end at home but all daydbiegs outside for work or other activities.

She decides to install AXIOM intelligence inside heme to help her keeping track of all the activi-

ties she runs outside home: to monitor health diaryead her agenda dates, to collect data fram he
personal wearable devices and communicate withTes. smart home not only manage her home
but suggest actions to do when she is out.

E.g. Sara’s home could: -suggest what to buy foneli: it knows the food that is ended in the fridge
and the calories that you have burned today; -rd@zegvhen you are outside home in a bad weather
for too much time and set the home temperatureaetordingly; -alert you to hurry up because all
your family is already inside the house.

Technologies: Data collection, data analysis, pattern minirggivity prediction
HERTA possible exploitation relevance: 0/10

VIMAR possible exploitation relevance: 3/10
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11. My Home Just Cares for Me

A health station inside your home: a camera witkcggd sensors and a dedicated app that helps you
when you are ill or you need a first general checkom doctors. Without going outside, you can
communicate with doctors and other caregiversttthiem temporary access data analysis about you
and your home: temperature, qualitative metrics, €he video recording recognizes the different
members of your family, lets you have a medicalsodtation from your bed and collects data from
the cloud storage.

Technologies: Video analysis (face identification), data collen
HERTA possible exploitation relevance: 4/10
VIMAR possible exploitation relevance: 2/10

12. If, Then, Video streaming

A special set of cameras with nocturnal and tempegasensors and microphone that can be freely
and easily installed inside or outside the hous® dameras interact with an app and a series of IF
and THEN statements can be easily set to contedt thteraction and the interaction with the user
device. When the conditions set are true the camienanediately connect with your device and
stream the content live on your mobile phone alt@aou to perform different actions. E.g.: - While
Don is out for work a postman rings at his homerddopackage arrived for him and he is not at
home. The postman rings and the camera at thenestidetects movements, it activates, checks the
cameras inside and if no movements are detecstrkdams the content on the user’s phone. The user
can see the postman and can speak through the a&amelecide what to do with the package. -
Security Mode: all the cameras inside are set teatleny kind of movement or particularly loud
noise. If something happens they stream the coteydur phone and start recording saving directly
to the cloud.

Technologies. Presence detection, data analysis
HERTA possible exploitation relevance: 5/10
VIMAR possible exploitation relevance: 5/10

13. We all move

A passenger transport coach company installs arOMkbased system on their vehicles and main
stop points. The modules and the sensors colldatideorder to monitor the fleet and to provide a
better experience for the passengers. The passetgyesee on the screen in the stop points oein th
mobile device when the bus they are waiting fot aitive since each vehicle transmits its GPS posi-
tion. The location data can be also used to moriterfleet and raise an alarm when a vehicle is
stopped for an unexpected time or goes out fromaddegce. A passenger can then buy a ticket in the
bus with a mobile device using RFID/NFC communimathnd have a sit. The coaches are equipped
with cameras to detect the damage/theft of thepagemt's and to detect the number of passengers,
making the coach company able to reduce unusedggsiror increment the crowd ones. The sensors
are also used to monitor the mechanical comporweittisgreater risk of breakage for automatic sig-
naling to the mechanics. In order to save fuelaeshgases are tracked too.
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Technologies: Geolocalization, data analysis, video analysite(it recognition)
HERTA possible exploitation relevance: 5/10
VIMAR possible exploitation relevance: 0/10

14. Autonomous drones for infrastructure control

Autonomous drones used to analyze structures aitdifgs that are not easily accessible as sky-
scrapers, dams, etc. The drones are moving indeptndind analyze the surface of the crystals of a
skyscraper through thermal cameras to see if thexeany breaks that may be caused by birds and
wind. In the same way they can check the status adm. The analysis of the video stream is done
directly on the drone and in case of problems #sebs notified of the problem by code. Drones have
their charging base that can be fixed on the rodhe skyscraper. The drones can also have multiple
sensors: thermo room, laser, camera for recogniijects and, of course, GPS. AXIOM The hard-
ware could be very useful because of low consumgiad high computing capacity in real time.

Technologies: Video analysis
HERTA possible exploitation relevance: 5/10
VIMAR possible exploitation relevance: 0/10

15. Natural light control

This scenario describes an evolution of the stahdatomatic light control system based on PIR sen-
sors. The AXIOM light system in the house or in tfece adapts itself accordingly to the activities
carried out in various environments or to the exdetuminosity, and learns the habits of peoples Th
lightning gets modeled according to the movemehth@inhabitants through the rooms of the build-
ing. AXIOM recognizes the skeleton of people antbmatically turns on the light system with a
dimming light effect, calibrated on the luminosif the entrance, when someone gets into a room.
AXIOM identifies how many people are in the roorhe tobjects inside the room (like computers,
desks, tables, chairs, TV...) and for example, tivdrepeople are sitting on a desk or lying down on a
sofa watching television. According to differentigities, AXIOM optimizes the surrounding light-
ning, providing a perfect one on the desk withaftecting it on the computer screen. In the same
way, after someone spends a few minutes in the r@ofhlOM optimizes the light efficiency, pro-
gressively reducing the luminosity so that the permside doesn't notice the change. The AXIOM
system identifies the transitional spaces likeidors, and can manage lightning profiles which reac
to the movement of the person inside the buildtngying on and off the lights as he or she passes
through the rooms: the lightning system follows thevement of the inhabitant. Other profiles are
dedicated to other environments, like the bathrashere the lightning system is organized different-
ly, according to what the person inside the batir@®doing, like getting closer to the mirror ovha
ing a shower. Also RGB profiles can be managetgetoonfigured depending on particular situations,
considering also the power of colors. During thghhithe system turns on the light very softly, fol-
lowing the person who is going to the bathroom bedaring if someone is sleeping. Specific pro-
files may be selected for the morning wake up,if@®fvhich pair with the alarm clock on the mobile
device and/or pair with web services which inforouythrough lightning about messages receiving.
The AXIOM lightning system may be also controllendaconfigured by smartphone and tablet, so
that users to manage lights at home and organizeytstem as they prefer. Wireless power switches
may be installed, allowing a more direct controtigd lightning system. Is it possible also to aatigv
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the voice control system through selected wordes&@s: LED light, Motion tracking camera, depth
sensor, microphone arrays Pros: energy-consumgffariency, optimized light design according to
schedules and disposition of people in space, alghuesence of artificial lightning, learning light

Technologies: Presence detection, data analysis, video andlylsjsct recognition, intent recogni-
tion), audio analysis (voice recognition)

HERTA possible exploitation relevance: 4/10

VIMAR possible exploitation relevance: 8/10

16. Luxury Resort and Spa

A luxury Resort and Spa give to his customers esketuways to enjoy a stay with personalized and
smart services offer.

Mario chooses Tuscany Smart Resort because ofrthéecture seems to be the highest expression
of the new smart concept of luxury. Here sens@s)aras, smart objects and spaces blend together in
the unique scenery of a prestigious resort.

At the arrival the customer receives a smart vatigtiat will service him like a personal smart denc
erge. The smart device collects health and weltbdata about the customer and guides him in a per-
sonalized stay. Mario enters his room and the amd@mperature changes in line with the personal
temperature and heartbeats of his body monitorethéywristlet. Entering the restaurant, he could
read personalized menu based on the Gl level apigstierol pathology he reached today so to reach
the best benefit from his diet. All the caloriesr®d during sporting activities and Spa are moador
and the diet customized accordingly.

In rooms and other area, the music and lights ahaegording to the personal mood of Mario in or-
der to let him relax and feel as good possiblerdyuiine stay.

All the data about the ambient and the customersramitored and modified in order to optimize en-
ergy consumptions.

Technologies: Data collection, data analysis
HERTA possible exploitation relevance: 0/10
VIMAR possible exploitation relevance: 4/10
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Appendix C
FPGA boards survey

LOGI FPGA

Logi Fpga [43] PROs

Conceived as shield for Raspy/Beaglebone
Wishbone bus

Edu edition useful to teach VHDL to newbies

Easy bitstream building and programming (via GUI)
SATA connector (for LVDS signals)

Wiki with quickstart and manual

Github: schematics, HDL code, projects, apps, ...
256 MB SDRAM

See also LOGI Pi 2

Logi Fpga CONs

Not standalone, requires Raspy/Beaglebone
Spartan 6 LX9 (9152 logic cells, and not anymongpsuted by Xilinx tools)

MiniSpartan6+

MiniSpartan6+ [44] PROs

Lot of I/O ports for sensors and actuators

Features a DAC and an audio connector

Provides an IDE (Scarab) for increasing the prognans productivity.
Low cost 75/105%

FPGA programmer and 32MB of RAM (to implement a mgontroller)
Standalone board

MiniSpartan6+ CONs

Scarab IDE does not generate bitstream, Xilinxd@oé still needed. Not suited to write
code, but only for connections.

Pinout not Arduino compatible

Lacks a proper framework / API

No fast interconnections (seems not suitable/easphnect to a main processor)

Low performance FPGA, Spartan6 LX9 or LX25

Looks discontinued (could not find where to buy it)

Papilio DUO

Papilio DUO [45] PROs

Deliverable numberD3.1
Deliverable nameScenarios and requirements Report
File name:AXIOM-D31-v4.docx Page 36 of 44



Project:AXIOM - Agile, eXtensible, fast I/O Module for the cyber-plysical era

Grant Agreement Numbe645496
Call: ICT-01-2014: Smart Cyber-Physical Systems

Papilio DesignLab (~ArdIDE) allows to edit the FP@#cuit (via Xilinx ISE) using Papilio

Circuit Library; useful for educational purposes

Uses Wishbone and ZPUino

Papilio wings: extension boards with common pins.

Arduino mega hard-core and synthesizable soft-q@e&®8, Zpuino)
Low cost, 89/125€

Schematics and more on GitHub

Papilio DUO CONs

MOJO

ZPUino may be slow

Up to 2MB of on-board SRAM
No fast interconnections
Spartan6 LX9

MOJO [46] PROs

ATmega microcontroler with 84 digital I/O pins a@dnalog inputs.
Tutorials available

Low cost, 55%

Mojo IDE (~ArdIDE) for easing the development.

Lots of LEDs, push buttons, LED display

An LED indicates successfully bitstream load

Arduino bootloader to upload the sketch (embeddaahitstream)

MOJO CONs

This board is only useful for managing remote deviand sensors.
No on-board SDRAM

No hard-core CPU

Low performance

No fast interconnections

SMARTZynq

SMARTZynq [47] PROs

Zyng 7010 or 7020
Hight performance
Fast interconnections
8Gb main memory

SMARTZyng CONs

Lack of general I/O ports
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e No software/development tools
e Expensive: 412€ + 202€ carrier board
e Not standalone, needs a carrier board

Parallella
Parallella [48] PROs

Powerful platform: 16-core Epiphany + Zynq7010/20

1GB RAM

The SDK and APIs for Adapteva's chip seems to bd,seith a target backend for GCC
The company provides a customized port of GDB

You can download a ready-to-deploy Ubuntu distrdgoutiesigned for this board

Very power efficient

4 high speed connectors

Good price (119/1499%)

Parallella CONs

The Epiphany processor has been a commercialéailur

There are other approaches like NVIDIA's Tegrafptat which are also massive parallel,
cost effective, and backed by volume/economiesales

Not easy to scale with high bandwidth

FPGA available only for communication (not compgjin

Not easily extensible with sensors/actuators

Aijuboard
Aijuboard [49] PROs

Xilinx Zyng 7015

Cortex-A9 dual core 666MHz

It's designed for running Plan 9, an operatingesysteveloped by Bell Labs
High performance

1GB main memory

SATA, displayport, SD slot, gigabit Ethernet

Aijuboard CONs

e The board lacks an open source community or compahind the project
e Price (500%)
e No longer produced

Red Pitaya
Red Pitaya [50] PROs
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Designed for replacing oscilloscopes, signal ganesand spectrum analyzers.

Based on the Xilinx Zynq 7010 FPGA so it has Lisugpport and production ready compil-
ers.

Cortex-A9 dual-core

On-board SDRAM 512MB

Open source software in GitHub

Board includes Xilinx licences

Red Pitaya CONs

OHO

Price is ~200 euro, not too bad for the hardware

Expensive, fast analog inputs not of interest f¥i@M project

Antenna connectors too much specific, removing titemould be possible to lower the price.
Hard to find any other realistic uses cases bewgigwhl processing.

OHO [51] PROs

Small FPGA-based board designed for replacing roamtiollers.
Features a considerable amount of I/O pins.
Small price (~20 euros)

OHO CONs

A modern high-end microcontroller such as the ATRleguld be a much better fit for the
use case scenarios promoted by the board manwdactur

Spartan 3 is rather old FPGA thought to replacé-8iL CPUs (280, 502, 8080...)

No hard-core CPU

No RAM

Just for learn FPGA programming, low performanaeinterconnections

RetroCade Synth

RetroCade Synth [52] general comments

Born for musicians and for making retro sound

Very vertical market (musician hackers)

MIDI capabilities so it could be potentially useg dmateur musicians
Suitable for audio applications

SSG (Software-Controlled Sound Generator)

No other uses

Spartan 3E 500K or Spartan 6 LX9

Not stand alone

Papilio
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Papilio general comments

Arduino FPGA shield

Wishbone bus

Synthesizable soft-cores (AVRS8, Zpuino)

4/8 MB of RAM

Old project (2011), Spartan 3

Kickstarter campaign failed. Users reported thé& tz@ca FTDI chip for easy programming
and asked for more RAM

e Later funded Papilio Duo

TRIFDEV
TRIFDEYV [53] general comments

Add-on board for Arduino based on a Lattice FPGA

Arduino support via 12C

Increasing the number of 10 of Arduino

Not made for playing FPGA but targets Arduino usbed needs mor 1/Os
No on-board SDRAM

Low performance, no interconnections

owlBoard
owlBoard [54] general comments

Big prototyping area

Lot of LEDs, push buttons

Aims to be an open source project

Based on the Spartan6 FPGA

No hard-core CPU

Basic prototyping board for FPGA developing, lowfpemance, no Arduino compatible, no
fast interconnections

Board design does not convince, too much DIY
The Kickstarter campaign failed

Use MACHX02-1200 FPGA, only 1280 LUTs
Kickstarter campaign failed; No production

ALAN
ALAN [55] general comments

Arduino microcontroller + FPGA

Easy to program through Arduino IDE
FPGA can be up to XC6SLX45 (43K LUTS)
No on-board SDRAM

Low performance, no fast interconnections
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e NoCPU
e Arduino seems to be used for device configuratialy o
e Unsuccessful funding

4CH signal generator
4CH signal generator [56] general comments

e This is a 4-channel fully differential USB powersignal generator based on FPGA + 4x 100
MS/s DAC

2 available FPGA devices (Lattice and Xilinx)

Low performance, no fast interconnections, the tions are just limited to signal generator
No CPU

Not useful for the average user

Kickstarter campaign failed

Logitraxx
Logitraxx [57] general comments

A board designed for amateur wheeled robots

Provides onboard connectors for plugging in smailars

On-board SDRAM (8/64MB)

Compatible with many Arduino shields

Price is 165$

No software/SDK provided

No fast interconnection

Only builds a simple robot

No CPU

Kickstarter campaign failed 4 times. Users repoxteiDL is hard and asked for GUIs

KromalLights
KromaLights [58] general comments

Aims to manage LEDs

FPGA + ARM hard-core CPU

On-board 256MB SDRAM

Arduino Due (SAM3X) compatible, SDK available
Easy to use led panel

The uses cases are limited. Designed for contgplliEDs.
Low performance, no fast interconnections
CPU/FPGA not integrated

FPGA only used to control the LEDs

The funding was cancelled.
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Crystal Board
Crystal Board [59] general comments

e Based on the Chinese Rockchip RK3188 4-core ARM &itdthed to a Spartan-6 FPGA and
an AVR microcontroller
Features similar to ours
Powerful processing, Arduino compatible, high numifeperipherals available, different
programming languages
No fast interconnections, slow interconnect betwhersmall FPGA and SoC
Difficult FPGA programmability
Kickstarter campaign failed

PSHDL Board
PSHDL Board [60] general comments

Based on an Actel FPGA that provides connectivity scalability across multiple boards
Good connectivity with lots of 10s

Uses PSHDL for easy programming, a simplified VHDL

The connectivity between several boards seemsrsigr just sending low-bandwidth 1/0O
signals

No purpose except learn FPGA programming

No CPU

Can be difficult to program

Funding cancelled

Helix-4
Helix-4 [61] general comments

Just an FPGA module for controlling 1/0 signals

Seems to be designed for education purposes.

Altera Cyclone 4 FPGA, 22k logic elements

Good price

Arduino compatible

No hard-core CPU

4MB of RAM

Just for learn FPGA programming, low performaneefast interconnections
Only Arduino UNO and USB connectivity (no network)

Fundraising failed

NOTE: The survey will go on until the end of the pragedhe next board to be included are:

Numato Opsis [62]
XLR8 [63]
Snickerdoodle [64]
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